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The automatic transmission is a transmission that automatically changes gear according to an optimal gear
step decided based on driver s accelerator/brake operation, vehicle speed, etc. Since the quality of a changing
gear of automatic transmission, we call shift feeling, has a great influence on riding comfort of the automobile,
the parameters of control program are adjusted to improve the shift feeling at the development site. We call this
adjustment work calibration. In the process of calibration, there is a process of identifying occurring phenomena in
the time-sequence data and selecting the cause and countermeasures. Because this task takes large man-hours, it is
very efficient if this task becomes automatic. Therefore, at the first step, in order to automate identification of the
occurring phenomena, we built classifier of the time-sequence data using SVM. The experimental result suggests
that the proposed identification system is promising directions for actually used identification system.
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