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In this paper, we propose a model to predict whether an utterance leads to laughter in a comedy TV show.
And we counts for facial expression that actors/presenters make. The model with subtitles and facial expression
constructed as input was able to obtain accuracy, precision, recall, f-score more than model which input subtitle
only or model which input only facial expression.
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