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Nowadays, automatic generation of dialogue sentences using deep learning has been conducted. Automatic
generation systems of dialogue sentences require not only sequences of conversation but also characteristics of con-
versation partner. Because, it makes users feel charms and personalities in conversation. However, previous studies
often transformed the sentence’s characteristics to another one which easy to define transformed vocabularies, for
example, the dialect and the style of samurai. Therefore, this study will transform the sentence’s characteristics to
another one which hard to define transformed vocabularies. Especially, the purpose of this study is that give the
cuteness to sentences. We considered how to give the cuteness to sentences, and evaluate sentences that can give
the cuteness or not.
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