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In recent years, a lot of dialogue systems have been developed at many institutions. However, most of these systems 
sometimes cause the problem of dialogue breakdown because of the systems’ inappropriate utterances, which makes it 
impossible to continue the conversation between a user and the system. In this paper, we propose a dialogue breakdown 
detection system using a universal transformer. Since our system can model the detailed structure of input sentence, it is 
expected to predict the dialogue breakdown accurately than the previous systems. To show its performance, we conducted an 
experiment in which our system is compared with a previous study using an RNN. The experimental result shows that our 
system can obtain a higher F-measure metrics than the previous method in the task of dialogue breakdown challenge. 
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