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Research on video game AI has been done for a long time. In recent years, due to the rapid development of
neural networks, the game AI which was considered difficult to build has appeared. After these AI beat humans
in turn based games with complete information, such as GO, the next research direction has been focused on
simultaneous games with incomplete information. The RTS game is one of the simultaneous-move games with
incomplete information; therefore, in this paper we report the design of a platform for AI learning in the RTS game
whose mechanism has been simplified. In addition, we implemented an AI for this type of game, and carried out
some experiments.
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Total reward = Time bonus ∗ (Reward − Penalty) (1)
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