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 The purpose of text summarization is to enable readers to understand the point of documents without reading overall of them. 
With the spread of smartphones, opportunities to view news articles within the limited screen area are increasing, so that there 
are needs easy to read summaries within the limited screen area. In this paper, we propose a neural network model that extracts 
three-line summaries from news articles. As a dataset, we use articles and three-line summaries of Livedoor NEWS on the 
Internet. In an experiment, we show that the proposed model performs better than a conventional method.
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 Train Test Validation 
 8000 1000 1000 

 165762 21160 19680 
 20.72 21.16 19.68 

Vocabulary  74782 29255 24592 
 27.33 27.23 27.61 
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 ROUGE-1 ROUGE-2 ROUGE-L 
 0.48 0.17 0.06 

LEAD  0.45 0.105 0.07 
 

7. 

[ ] 3
 

 

[Rush 15]Alexander M. Rush, Sumit Chopra, Jason 

Weston: A Neural Attention Model for Abstractive 

2.  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

4Rin1-11



 

- 3 - 

Sentence Summarization, arXiv preprint 
arXiv:1509.00685, 2015. 

 

[Paulus 17]Romain Paulus, Caiming Xiong, Richard 

Socher: A Deep Reinforced Model for Abstractive 

Summarization, arXiv preprint arXiv:1705.04304, 2017. 

 

[Hsu 17] Wan-Ting Hsu, Chieh-Kai Lin, Ming-Ying Lee, 

jing Tang, Min Sun: A Unified Model for Extractive and 

Abstractive Summarization using Inconsistency Loss, 

arXiv preprint arXiv:1708.00391, 2017. 

 

[  18]. . 

. 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

4Rin1-11


