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To extract business contents automatically from financial reports is an important problem in the financial area. Especially, segment names and their explanations are important contents that should be extracted. However, the methods for extracting these types of information from financial reports have not been established. In this study, we aim to develop a practical solution for extracting these types of information. To solve this problem, we developed a manually annotated dataset for the task of extracting the segment names and their explanations of each company from financial reports and then developed a recurrent neural network model to solve this task. Our method using the manually annotated dataset outperformed the baseline methods without the dataset in the task of extracting segment names and their explanations of each company. This results demonstrated that our approach is useful for extracting the business contents of each company. This work is the first work for applying a machine learning method to the task of extracting segment names and their explanations. The insights from this work should be valuable in the industrial area.

1. Introduction

With the development of information and communication technology, interest from investors on the technology of financial text mining has been increasing. When investors conduct investment activities, it is indispensable to gather performance information on listed companies. Among them, "financial summary reports" in which listed companies are published quarterly is one of the useful information sources for making investment decisions.

To analyze the financial summary reports, Information on business segments name and segment explanation is important, because each company usually describes settlement information in business segment units, as shown in Figure 1. However, it is heard that some financial companies usually extract these segment information manually, and it makes costs. Therefore, to extract this information has a great demand in the financial area.

Several studies on extracting the important contents from financial reports have been conducted, [Sakaji 17, Kitamori 17, Isonuma 17]. However, the method for extracting the segment names and segment explanations has not been established.

In this research, we aim to develop a practical method for extracting "business segment name" and "the explanation of the segment name" from the financial summary report. To achieve our aim, we first developed manually annotated dataset including textual data for "overview of reporting segments" and "business segment name" for each financial summary reports. We then develop a recurrent neural network model (RNN) that can extract "business segment name" from financial summary reports using the annotated dataset. To demonstrate the practicality of our method, we demonstrate whether our approach can extract segment names using only small training dataset. This insight should be useful for the industrial area.

Our contributions are summarized as follows.
1) We present a crucial task setting: extraction of segment names and segment extractions from financial reports, and created an annotated dataset for this task.
2) We developed a practical method for extracting segment names and segment explanations from financial reports. This work is the first implementation for this task using a machine learning method, as far as we know.

2. Extraction of the segment information using RNN

This section introduces the proposed method for extracting segment names and their explanations from financial summary reports.

2.1 Task Setting

Let \( Q = \{w^Q_1\}_{t=1}^N \) be a document. Our task is to extract

\[
\begin{align*}
\text{Input} & : \text{Outline of Reporting Segment} \\
\text{In our reportable segments, separated nancial statements of our constituent units are available, and the Board of Directors is subject to periodic review in order to assess the allocation of management resources and assess performance. It is what it is. We report "Seafood Commercial", "Frozen Food", "Fresh Temperature Food", "Logistics Service", "Bonin Tiger", "Other" as a reportable segment by product and service. "Fishery Shoji" purchases and sells sherry products such as frozen seafood, "Frozen foods" manufactures, purchases and sells frozen foods.}
\end{align*}
\]

\[
\begin{align*}
\text{Output} & : \text{Outline of Reporting Segment} \\
\text{In our reportable segments, separated nancial statements of our constituent units are available, and the Board of Directors is subject to periodic review in order to assess the allocation of management resources and assess performance. It is what it is. We report "Seafood Commercial", "Frozen Food", "Fresh Temperature Food", "Logistics Service", "Bonin Tiger", "Other" as a reportable segment by product and service. "Fishery Shoji" purchases and sells sherry products such as frozen seafood, "Frozen foods" manufactures, purchases and sells frozen foods.}
\end{align*}
\]

Figure 1: Goal Image: extraction of segment names and their explanations from a financial report
a) a set of segment names $\Omega^Q$, and
b) a set of segment explanations $\{w^Q_i\}_{i=1}^N$ from $\{w^Q_i\}_{i=1}^N$.

It should be noted that $|\Omega^Q| \neq |S^Q|$, $|\Omega^Q|$ are not constant values because the number of the segment differs between financial summary reports.

2.2 Structure of RNN

To solve the this task, we developed the RNN model as shown in Figure 2. This RNN model is constructed using the idea in the pointer network model [Vinyals 15].

2.2.1 Embedding

Given a comment $Q = \{w^Q_i\}_{i=1}^N$, this layer, first, converts all words in the comment to their respective word-level embeddings $\{e^Q_i\}_{i=1}^N$ where $e^Q_i \in \mathbb{R}^r$.

2.3 Segment Name Layer

This layer converts $\{e^Q_i\}_{i=1}^N$ to context representations $\{h^Q_i\}_{i=1}^N$ using a bi-directional long short-term memory, LSTM[Schuster 97]:

$$ h^Q_i = \text{LSTM}(e^Q_i) \quad (1) $$

where $h^Q_i \in \mathbb{R}^r$. This layer, then, converts $h^Q_i$ to the segment name layer $\{y^Q_i\}_{i=1}^N$:

$$ a^Q_i = W^Q a^Q + b, \quad (2) $$

$$ y^Q_i = \text{argmax} \ a^Q_i \quad (3) $$

where $y^Q_i$ represents word $w^Q_i$ is included in a segment name set $\Omega^Q$ ($y^Q_i = 1$) or not ($y^Q_i = 0$), and $W^Q \in \mathbb{R}^{2 \times c}$ and $b \in \mathbb{R}^r$ are the parameter values.

2.4 Segment Explanation Start Layer

This layer converts $\{e^Q_i\}_{i=1}^N$ to context representations $\{u^Q_i\}_{i=1}^N$ using a LSTM:

$$ u^Q_i = \text{LSTM}(e^Q_i) \quad (4) $$

where $u^Q_i \in \mathbb{R}^r$. This layer, then, converts $h^Q_i$ to the segment explanation start point layer $\{y^Q_i\}_{i=1}^N$:

$$ c^Q_i = W^Q c^Q + b_s, \quad (5) $$

$$ s^Q_i = \text{argmax} \ c^Q_i \quad (6) $$

where $y^Q_i$ represents word $w^Q_i$ is included in a start point set $S^Q$ ($y^Q_i = 1$) or not ($y^Q_i = 0$), and $W^Q \in \mathbb{R}^{2 \times c}$ and $b_s \in \mathbb{R}^r$ are the parameter values.

2.5 Segment Explanation Finish Layer

This layer converts $\{e^Q_i\}_{i=1}^N$ to context representations $\{g^Q_i\}_{i=1}^N$ using a LSTM:

$$ g^Q_i = \text{LSTM}(e^Q_i) \quad (7) $$

where $g^Q_i \in \mathbb{R}^r$. This layer, then, converts $g^Q_i$ to the segment explanation finish point layer $\{y^Q_i\}_{i=1}^N$:

$$ d^Q_i = W^Q d^Q + b_f, \quad (8) $$

$$ f^Q_i = \text{argmax} \ d^Q_i \quad (9) $$

where $y^Q_i$ represents word $w^Q_i$ is included in a finish point set $F^Q$ ($f^Q_i = 1$) or not ($f^Q_i = 0$), and $W^Q \in \mathbb{R}^{2 \times a}$ and $b_f \in \mathbb{R}^a$ are the parameter values.

2.6 Learning

We can develop the RNN with a training dataset including $\{w^Q_i\}_{i=1}^N$ and $\Omega^Q, S^Q, F^Q$. We used the following $L$ as a loss function

$$ L = CE(\{w^Q_i\}_{i=1}^N; \{w^Q_i \in \Omega^Q\}_{i=1}^N) + CE(\{w^Q_i\}_{i=1}^N; \{w^Q_i \in S^Q\}_{i=1}^N) + CE(\{w^Q_i\}_{i=1}^N; \{w^Q_i \in F^Q\}_{i=1}^N) \quad (10) $$

where $CE(a, b)$ represents the softmax cross entropy between $a$ and $b$.

3. Experimental Evaluation

This section introduces how we evaluated our method using a real textual dataset.

3.1 Dataset

To evaluate our method, we manually created a dataset including textual data for “overview of reporting segments”, “business segment name,” and “segment explanation” for each financial summary reports. We created dataset for 880 financial summary reports.

3.2 Segment information Extraction

We split the dataset into a training dataset and the remainder as a test dataset. We then developed the RNN model using the training dataset and extracted the segment names and the segment explanations from the test dataset.

3.2.1 Segment name

In extracting the segment names with the RNN, we extracted all the words $\Omega' = \{w^Q_i | y^Q_i = 1, 1 \leq t \leq n\}$ as the predicted segment names.

3.2.2 Segment explanation

In extracting the segment explanations with the RNN, we first extracted all the word positions $S' = \{t | s^Q_t = 1, 1 \leq t \leq n\}$ and $F' = \{t | f^Q_t = 1, 1 \leq t \leq n\}$ as the predicted start terms and finish terms. We then extracted segment explanations as shown in Algorithm 1.

After that, we evaluated the result using the $F_1$ score. To evaluate the practicality of our method, we evaluated our method in the case where the size of the training dataset is small and the size of the training dataset is sufficiently large. Table 1 summarizes the dataset organizations.
Table 1: Dataset details

(a) Training dataset

<table>
<thead>
<tr>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>number reports</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>number of segment names</td>
<td>116</td>
<td>250</td>
<td>543</td>
<td>836</td>
<td>1,134</td>
</tr>
<tr>
<td>number of non-segment names</td>
<td>9,115</td>
<td>20,892</td>
<td>40,263</td>
<td>59,026</td>
<td>79,167</td>
</tr>
</tbody>
</table>

(b) Test dataset

<table>
<thead>
<tr>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of reports</td>
<td>830</td>
<td>780</td>
<td>680</td>
<td>580</td>
<td>480</td>
</tr>
<tr>
<td>number of segment names</td>
<td>2,351</td>
<td>2,217</td>
<td>1,924</td>
<td>1,631</td>
<td>1,333</td>
</tr>
<tr>
<td>number of non-segment names</td>
<td>162,881</td>
<td>151,104</td>
<td>131,733</td>
<td>112,970</td>
<td>92,829</td>
</tr>
</tbody>
</table>

Algorithm 1 Extraction of Segment Explanation Part

\[ P \leftarrow \phi, m \leftarrow 0, d \leftarrow \{\}; \]

for \( l \in S' + F' \) do

if \( m = 0 \) then \( m \leftarrow l; \)
else \( P \leftarrow \{\hat{w}_Q^{\hat{t}}\}_{l=m}; m \leftarrow 0; \)
end if
end for

for \( \{\hat{w}_Q^{\hat{t}}\}_{l=m} \in P \) do

for \( t \in [m, m + 1, \cdots, l] \) do

if \( y_Q^{\hat{t}} = 1 \) then \( d[\hat{w}_Q^{\hat{t}}] = \{\hat{w}_Q^{\hat{t}}\}_{l=m}; \)
end if
end for
end for

return \( d \): dictionary of segment name (key) and explanation (value);

3.3 Comparison Method

3.3.1 Segment name

To evaluate our method for extracting segment names, we compared the results of our method with the results of extracting segment names using word embedding representations and the logistic regression model (baseline method).

3.3.2 Segment explanation

To evaluate our method for extracting segment explanations, we compared the results of our method with the results of the following baseline methods, namely, baseline (100), baseline (200), and baseline (300). In the baseline (100), baseline (200), and baseline (300) methods, we extracted the 100, 200, and 300 terms that existed after the predicted segment names as the explanation part.

3.3.3 Other Settings

Other experimental settings are summarized as follows:
In developing RNN, we used the word embeddings calculated using the skip-gram method (window size = 5) [Mikolov 13] based on financial reports (between October 2002 and May 2018, 90,813 files). We set the dimensions of the RNN's hidden and embedding vectors to 200, epoch to 40 with early stopping.

4. Results and Discussion

Table 2 summarizes the results, showing that the proposed method outperformed the baseline method.

In addition, the results demonstrated that the proposed method was practical because this method was able to extract segment names even with small training data. This practicality is considered to be caused by the consistent usage of words in the financial documents.

Table 2: Evaluation Result

(a) Segment Name

<table>
<thead>
<tr>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.058</td>
<td>0.371</td>
<td>0.497</td>
<td>0.505</td>
<td>0.510</td>
</tr>
<tr>
<td>RNN</td>
<td>0.827</td>
<td>0.851</td>
<td>0.873</td>
<td>0.869</td>
<td>0.843</td>
</tr>
</tbody>
</table>

(b) Segment Explanation

<table>
<thead>
<tr>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (100)</td>
<td>0.038</td>
<td>0.037</td>
<td>0.034</td>
<td>0.035</td>
<td>0.036</td>
</tr>
<tr>
<td>Baseline (200)</td>
<td>0.127</td>
<td>0.111</td>
<td>0.114</td>
<td>0.115</td>
<td>0.114</td>
</tr>
<tr>
<td>Baseline (300)</td>
<td>0.106</td>
<td>0.100</td>
<td>0.097</td>
<td>0.098</td>
<td>0.098</td>
</tr>
<tr>
<td>RNN</td>
<td>0.587</td>
<td>0.570</td>
<td>0.619</td>
<td>0.594</td>
<td>0.652</td>
</tr>
</tbody>
</table>

5. Related Works

Several studies have been done for extracting important information from financial documents [Sheikh 12, Pires 13, Sakaji 17, Kitamori 17, Isonuma 17]. In [Sheikh 12], the rule-based method for extracting up-date information from a news article was proposed. In [Pires 13], the method for extracting table contents from a financial document was proposed. Combining these works and our method, it can be possible to extract more valuable information from financial documents.

As for useful technique for information extraction, techniques used in Question Answering [Wang 17, Wang 18] can be useful. The application of these technique to our task can lead to the improvement of the extraction technique for extracting segment information.

6. Conclusion

In this study, we applied the RNN model to the task of extracting segment names and their explanations form financial reports. This work is the first implementation for these types of information using a machine learning method, as far as we know. We demonstrated that our method could extract segment names and their explanations with more higher \( F_1 \) scores than the baseline method. In addition, we experimentally demonstrated that we could extract seg-
ment names and their explanations with only small training dataset. This result should be the usual insight for the industrial area because this showed that our method was sufficiently practical. In the future, we will apply our method to the other similar tasks, and finally, develop a text-visualization system that visualizes the financial report contents of each company in a user-friendly manner.
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