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To decide valuable companies to be invested, investment trust and fund management companies, which manage funds 
deposited from investors, have collected information on company’s budget status and plans. However, the number of visit 
reports are usually too large even for skilled fund managers to easily derive reliable business outlooks and investment 
decisions. In this research, to alleviate fund managers’ and analysts’ commitment for the investigation and analysis, we 
propose a machine learning system that can support them to make accurate predictions on business outlook from collected 
visit reports. We attempt to predict business confidence for specific companies and industries using CNN that is expected to 
have good readability and robustness for polarity perturbation. As a result, we obtain 81.4% in classification accuracy for 
analysts’ reports provided by the Sumitomo Mitsui DS Asset Management Company, Limited. It has 5.7% better accuracy 
than the best baseline model using Word2Vec and SVM.
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4.2 Word2Vec  
Word2Vec Python

gensim[Řehůřek 2010] Word2Vec
2

 
 

Parameters  
Vector size 500 

Window 10 
Min_count 1 

iter 50 

4.3 CNN  
CNN 3

4  
 

Name Shape Operation performed 
Input 500×300×1 - 

Conv-1 1×296×32 500 5 convolution 
32 filters 

Activate-1 1×296×32 ReLU activation 
Pool-1 1×74×32 1 4 AveragePooling 

Conv-2 1×74×32 1 5 convolution 
32 filters 

Activate-2 1×74×32 ReLU activation 
Pool-2 1×18×32 1 4 AveragePooling 

Flatten 576 - 
Dropout-1 576 50 % dropout 
Dence-1 32 Fully connected 

Activate-3 32 ReLU activation 
Dropout-2 32 50 % dropout 
Dence-2 2 Fully connected 

Activate-4 2 Softmax activation 
Output 2 Binary classification 

 
Input

Pooling 2 2

 
 

Parameters  
Optimizer Adam[Diederik 2014] 

Epochs 25 
Batch sizes 100 

Random Sampling True 
Validation 10-fold  cross validation 

Learning rate(Adam) 0.001 
Beta_1(Adam) 0.9 
Beta_2(Adam) 0.999 

10-fold cross validation 1 epoch
 

25 epochs 10 epochs
 

4.4  
baseline

2 10-fold 
cross validation  

(1) Word2Vec+SVM[Boser 1992] 
Word2Vec+SVM

SVM  
SVM Python scikit-learn[Pedregosa 

2011]  

(2) Doc2Vec+SVM 
Doc2Vec+SVM

Doc2Vec

(1)  

4.5  
5

Epoch Accuracy 3  
 

Model Name Accuracy[%]  
 81.4 13.7 

Word2Vec+SVM 75.7 17.0 
Doc2Vec+SVM 66.8 6.19 
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