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Room A

General Session | General Session | [GS] J-13 AI application

AI application: enterprize and

management

[3A3-J-13]

Chair:Kazutoshi Sasahara Reviewer:Hiroto Yoneno
1:50 PM - 3:10 PM  Room A (2F Main hall A)

Study on the mechanism of occurrence of

quality spoofing by "Conjecture" "air" and

"water" using business game

〇HIROYASU SEITA1, Setsuya Kurahashi1 （1.

Tsukuba university ）

 1:50 PM -  2:10 PM

[3A3-J-13-01]

Detecting Technology Portfolios in the

Semiconductor Industry

〇Bohua Shao1, Kimitaka Asatani1, Ichiro Sakata1

（1. the University of Tokyo）

 2:10 PM -  2:30 PM

[3A3-J-13-02]

Relationships between mission statements

and protability in scal year 2016

(Preliminary Result)

〇Ryozo Kitajima1, Ryotaro Kamimura2, Hiroyuki

Sakai1, Kei Nakagawa3 （1. Seikei University, 2.

IT Education Center, Tokai University, 3. Nomura

Asset Management Co., Ltd.）

 2:30 PM -  2:50 PM

[3A3-J-13-03]

Influences caused by faultlines on the

organizational performance.

〇Fumiko Kumada1, Setsuya Kurahashi1 （1.

University of Tsukuba）

 2:50 PM -  3:10 PM

[3A3-J-13-04]

General Session | General Session | [GS] J-13 AI application

AI application: electrical power[3A4-J-13]
Chair:Takashi Onoda Reviewer:Yuiko Tsunomori
3:50 PM - 4:50 PM  Room A (2F Main hall A)

Evaluation of power consumption

estimation model based on household

information

〇Tomofumi Tahara1, Hideaki Uchida1, Hideki

Fujii1, Shinobu Yoshimura1 （1. The university of

Tokyo）

 3:50 PM -  4:10 PM

[3A4-J-13-01]

Optimization of Power Electric Supply Path

in Smart Grids

[3A4-J-13-02]

〇Takaya Ozawa1, Ei-Ichi Osawa1 （1. Future

University Hakodate）

 4:10 PM -  4:30 PM

Design and Preliminary Evaluations of

Multi-Agent Simulation Model for Electric

Power Sharing among Households

〇Yasutaka Nishimura1, Taichi Shimura2, Kiyoshi

Izumi3, Kiyohito Yoshihara1 （1. KDDI Research

Inc., 2. Kozo Keikaku Engineering Inc., 3. The

University of Tokyo）

 4:30 PM -  4:50 PM

[3A4-J-13-03]

Room C

General Session | General Session | [GS] J-9 Natural language processing,
information retrieval

Natural language processing, information

retrieval: creation and analysis of stories

[3C3-J-9]

Chair:Hiromi Wakaki Reviewer:Masahiro Ito
1:50 PM - 2:50 PM  Room C (4F International conference hall)

Novel Segmentation Method based on the

Distributed Representation of Sentences and

Analysis Method of Story Developments

〇Kiyohito Fukuda1, Naoki Mori1, Makoto Okada1

（1. Osaka Prefecture University）

 1:50 PM -  2:10 PM

[3C3-J-9-01]

Analysis of Four-scene Comics Story Dataset

based on natural language processing

〇Ryo Iwasaki1, Naoki Mori1, Miki Ueno2 （1.

Osaka Prefecture University, 2. Toyohashi

University of Technology）

 2:10 PM -  2:30 PM

[3C3-J-9-02]

Search for Similar Story Sentences based on

Role of Characters in order to Support and

Analyze Contents Creator's Ideas

〇Takefumi Katsui1, Miki ueno1, Hitoshi Isahara1

（1. toyohashi university of technology）

 2:30 PM -  2:50 PM

[3C3-J-9-03]

General Session | General Session | [GS] J-9 Natural language processing,
information retrieval

Natural language processing, information

retrieval: correction of documents

[3C4-J-9]

Chair:Yasutomo Kimura Reviewer:Yoko Nishihara
3:50 PM - 4:50 PM  Room C (4F International conference hall)

An Approach for Applying BERT to Sentence

Elimination Problem in English Exam

[3C4-J-9-01]
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〇Hiromi Narimatsu1, Hiroaki Sugiyama1,

Genichiro Kikui2, Hirotoshi Taira3, Seiki Matoba3,

Ryuichiro Higashinaka1 （1. NTT Communication

Science Laboratories, 2. Okayama Prefectural

University, 3. Osaka Institute of Technology）

 3:50 PM -  4:10 PM

A consideration of word sense

disambiguation of company name utilizing

securities report

〇Hiroyuki Matsuda1, Kazuhiko Tsuda1 （1.

Graduate School of Business Sciences, University

of Tsukuba）

 4:10 PM -  4:30 PM

[3C4-J-9-02]

Misspelling Detection by using Multiple

Bidirectional LSTM Networks

〇Ryo Takahashi1, Kazuma Minoda1, Akihiro

Masuda2, Nobuyuki Ishikawa1 （1. Recruit

Technologies Co.,Ltd., 2. PE-BANK, Inc）

 4:30 PM -  4:50 PM

[3C4-J-9-03]

Room H

General Session | General Session | [GS] J-7 Agents

Agents: intelligence in/among robots[3H4-J-7]
Chair:Keisuke Otaki Reviewer:Hidekazu Oiwa
3:50 PM - 5:10 PM  Room H (303+304 Small meeting rooms)

Effect of Robot Anxiety on the Appearance

Tendency of Uncanny Valley

Kazuhiro Ikeda1, 〇Tomoko Koda1 （1. Osaka

Institute of Technology）

 3:50 PM -  4:10 PM

[3H4-J-7-01]

Strategyproof Mechanism with Agents

Grouping for Multi-Agent Pathfinding

〇Manao Machida1 （1. NEC）

 4:10 PM -  4:30 PM

[3H4-J-7-02]

A Fundamental Study of Region Allocation

for Mobile Robots Based on Constraint

Optimization and Decentralized Solution

Method

〇Toshihiro Matsui1 （1. Nagoya Institute of

Technology）

 4:30 PM -  4:50 PM

[3H4-J-7-03]

On the design of state value functions for

real-time continuous-state space multi-agent

decision making

〇Tomoharu Nakashima1, Harukazu Igarashi2,

[3H4-J-7-04]

Hidehisa Akiyama3 （1. Osaka Prefecture

University, 2. Shibaura Institute of Technology, 3.

Fukuoka University）

 4:50 PM -  5:10 PM

Room J

General Session | General Session | [GS] J-1 Fundamental AI, theory

Fundamental AI, theory: search and

application

[3J4-J-1]

Chair:Ichigaku Takigawa Reviewer:Yoichi Sasaki
3:50 PM - 5:10 PM  Room J (201B Medium meeting room)

ACO with Pheromone Update by Negative

Feedback Can Solve CSPs

〇Takuya Masukane1, Kazunori Mizuno1 （1.

Department of Computer Science, Takushoku

University）

 3:50 PM -  4:10 PM

[3J4-J-1-01]

An Algorithm for solving the Traveling

Salesman Problem using Clustering Method

〇Jumpei Uchida1, Hajime Anada1 （1. Tokyo City

University）

 4:10 PM -  4:30 PM

[3J4-J-1-02]

Algorithm of Traveling Salesman Problem

using Particle Swarm Optimization

〇Yuki Yamada1, Hajime Anada1 （1. Tokyo City

University）

 4:30 PM -  4:50 PM

[3J4-J-1-03]

League Scheduling for U12 Basketball

〇Tenda Okimoto1, Kazuki Nishimura1, Katsutoshi

Hirayama1 （1. Kobe University）

 4:50 PM -  5:10 PM

[3J4-J-1-04]

Room K

General Session | General Session | [GS] J-2 Machine learning

Machine learning: analysis and validations

of models

[3K3-J-2]

Chair:Masahiro Suzuki Reviewer:Satoshi Oyama
1:50 PM - 3:30 PM  Room K (201A Medium meeting room)

Statistical Mechanical Formulation of

Learning Dynamics of Two-Layered Neural

Networks with Batch Normalization

〇Shiro Takagi1, Yuki Yoshida1, Masato Okada1

（1. Graduate School of Frontier Sciences, The

University of Tokyo）

 1:50 PM -  2:10 PM

[3K3-J-2-01]
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On the trade-off between the number of

nodes and the number of trees in Random

Forest

〇So Kumano1, Tatsuya Akutsu1 （1. Kyoto

University）

 2:10 PM -  2:30 PM

[3K3-J-2-02]

Do the AUC and log-loss evaluate CTR

prediction models properly?

〇Satoshi KATAGIRI1 （1. F@N Communications,

Inc.）

 2:30 PM -  2:50 PM

[3K3-J-2-03]

Social reinforcement learning with shared

global aspiration for satisficing

〇Noriaki Sonota1, Takumi Kamiya2, Tatsuji

Takahashi1 （1. Tokyo Denki University, 2.

Graduate School of Tokyo Denki University）

 2:50 PM -  3:10 PM

[3K3-J-2-04]

On the mathematical approach to the

``photo-likeness" of images

〇Yasuhiko Asao1, Ryotaro Sakamoto1 （1.

Graduate School of Mathematical Science, the

University of Tokyo）

 3:10 PM -  3:30 PM

[3K3-J-2-05]

General Session | General Session | [GS] J-2 Machine learning

Machine learning: real world interaction[3K4-J-2]
Chair:Daiki Kimura Reviewer:Hikaru Kajino
3:50 PM - 5:30 PM  Room K (201A Medium meeting room)

Consideration on Generation of Saliency

Maps in Each Action of Deep Reinforcement

Learning Agent

〇Kazuki Nagamine1, Satoshi Endo2, Koji Yamada2,

Naruaki Toma2, Yuhei Akamine2 （1. Information

Engineering Course, Graduate School of

Engineering and Science, University of the

Ryukyus, 2. Faculty of Engineering, School of

Engineering Computer Science and Intelligent

Systems, University of the Ryukyus）

 3:50 PM -  4:10 PM

[3K4-J-2-01]

Dynamic Reward Clustering

〇Ryota Higa1, Junya Kato1 （1. NEC

Corporation）

 4:10 PM -  4:30 PM

[3K4-J-2-02]

A dialogue system implemented with latent

parameters

〇Weida Li1, Chie Hieida2, Takayuki Nagai2 （1.

[3K4-J-2-03]

Seiko Gakuin High School, 2. The University of

Electro-Communications）

 4:30 PM -  4:50 PM

Comfortable Driving by Deep Inverse

Reinforcement Learning

〇Daiko Kishikawa1, Sachiyo Arai1 （1. Chiba

University）

 4:50 PM -  5:10 PM

[3K4-J-2-04]

Linear function approximation of Cognitive

Satiscing Function

〇Yu Kono1,2 （1. Tokyo Denki University, 2.

DeNA, Co., Ltd.）

 5:10 PM -  5:30 PM

[3K4-J-2-05]

Room N

General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: voice and

communication

[3N3-J-10]

Chair:Masanori Tsujikawa Reviewer:Jun Sugiura
1:50 PM - 2:30 PM  Room N (Front-right room of 1F Exhibition
hall)

Multilingual Imputation Using Transfer

Learning for Estimating Emotion from

Speech

〇Koichi Sakaguchi1, Shohei Kato1,2 （1. Dept. of

Computer Science and Engineering, Graduate

School of Engineering, Nagoya Institute of

Technology, 2. Frontier Research Institute for

Information Science, Nagoya Institute of

Technology）

 1:50 PM -  2:10 PM

[3N3-J-10-01]

Development of Open-source Multi-modal

Interaction Platform for Social Experiment

of Conversational User Interface

〇Akinobu Lee1 （1. Nagoya Institute of

Technology, Japan）

 2:10 PM -  2:30 PM

[3N3-J-10-02]

General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: applications to industries[3N4-J-10]
Chair:Masanori Tsujikawa Reviewer:Tomoya Yoshikawa
3:50 PM - 4:50 PM  Room N (Front-right room of 1F Exhibition
hall)

Measurement of growing situation of

agricultural crops on FPGA-mounted drone

using Circle SSD

[3N4-J-10-01]
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〇Takuma Yoshimura1 （1. poco-apoco

Networks Co.Ltd.）

 3:50 PM -  4:10 PM

Prediction of Favorability Rating on Beer-

Can Package Designs Using Convolution

Neural Network and Visualization by Class

Activation Mapping.

〇Hiroyuki Shinohara1, Tatsuji Ishiguro1,

Shunsuke Nakamura2, Toshihiko Yamasaki2 （1.

Kirin Company, Limited, 2. The University of

Tokyo）

 4:10 PM -  4:30 PM

[3N4-J-10-02]

Conversion of Floor Plan Images to Graph

Structures using Deep Learning and

Application to Retrieval

〇Mantaro Yamada1, Xueting Wang1, Toshihiko

Yamasaki1, Kiyoharu Aizawa1 （1. the University

of Tokyo）

 4:30 PM -  4:50 PM

[3N4-J-10-03]

Room P

General Session | General Session | [GS] J-7 Agents

Agents: social multiagents[3P4-J-7]
Chair:Naoki Fukuda Reviewer:Jun Ichikawa
3:50 PM - 5:30 PM  Room P (Front-left room of 1F Exhibition hall)

Explainable Compromising Algorithm based

on Constraint Relaxation for Automated

Negotiating Agents

〇Shun Okuhara1,2, Takayuki Ito2 （1. Fujita Health

University, 2. Nagoya Institute of Technology）

 3:50 PM -  4:10 PM

[3P4-J-7-01]

An allocation strategy with deep

reinforcement learning for efficient task

processing in multi agent system

〇Genki Matsuno1, Sho Tanaka2, Hiroki Hara2,

Syunyo Kawamoto2, Syo Shimoyama2, Takashi

Kawashima2, Daisuke Tsumita2, Yasushi Kido1,

Osamu Hashimoto1, Tomohiro Takagi2 （1.

Skydisc, Inc., 2. Meiji University）

 4:10 PM -  4:30 PM

[3P4-J-7-02]

Omoiyari as Filling Gaps Making Collective

Adaptation

〇Yoshimiki Maekawa1, Fumito Uwano1, Eiki

Kitajima1, Keiki Takadama1 （1. The University of

Electro-Communications）

[3P4-J-7-03]

 4:30 PM -  4:50 PM

Investigation of online simulation method of

social consensus formation

〇Yasuko Kawahata1, Akira Ishii2, Takuya Ueoka1

（1. Gunma University, 2. Tottori University）

 4:50 PM -  5:10 PM

[3P4-J-7-04]

Estimation of agent's rewards with multi-

agent maximum discounted causal entropy

inverse reinforcement learning

〇Keiichi Namikoshi1, Sachiyo Arai1 （1. Chiba

University）

 5:10 PM -  5:30 PM

[3P4-J-7-05]

Room Q

General Session | General Session | [GS] J-13 AI application

AI application: analysis of physical

behaviors in artifacts

[3Q3-J-13]

Chair:Takuya Hiraoka Reviewer:Yoichi Sasaki
1:50 PM - 3:10 PM  Room Q (6F Meeting room, Bandaijima bldg.)

Construction of Dataset for Feature

Extraction Performance Evaluation using

Aerial Photographs

〇Hiroyuki Ohno1, Ryo Endo1, Takayuki Nakano1,

Masako Shinoda1 （1. Geospatial Information

Authority of Japan）

 1:50 PM -  2:10 PM

[3Q3-J-13-01]

Slime detection during pile construction

using machine learning

〇Sohei Arisaka1, Yuki Tamagawa1, Kojiro

Takesue1 （1. Kajima Corporation）

 2:10 PM -  2:30 PM

[3Q3-J-13-02]

The optimization and comparison of

methods for the Air foil design using Deep

Reinforcement Learning.

〇Hitoshi Hattori1, Kazuo Yonekura1 （1. IHI

Corporation）

 2:30 PM -  2:50 PM

[3Q3-J-13-03]

Application of Gradient Booting regression

toward the Computational Fluid Dynamics

in the Manufacturing industry

〇Yutaro Ogawa1, Takuya Shimizu1, Toshiaki

Yokoi1 （1. INFORMATION SERVICES

INTERNATIONAL-DENTSU, LTD.）

 2:50 PM -  3:10 PM

[3Q3-J-13-04]

General Session | General Session | [GS] J-13 AI application
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AI application: transformation system[3Q4-J-13]
Chair:Masahiro Tada Reviewer:Masayuki Otani
3:50 PM - 5:10 PM  Room Q (6F Meeting room, Bandaijima bldg.)

Traffic anomaly detection using ETC2.0

probe data

〇Atsuki Masuda1, Masaki Matsudaira1 （1. Oki

Electric Industry Co,.Ltd.）

 3:50 PM -  4:10 PM

[3Q4-J-13-01]

Design method for high efficiency drone

highway network

〇Masatoshi Hamanaka1 （1. RIKEN）

 4:10 PM -  4:30 PM

[3Q4-J-13-02]

Classification for time-sequence data

appeared in shift control of automobile

automatic transmission

〇Yusuke Morikawa1, Yasuhiro Ishihara1,

Takanori Ide1, Eiji Moriyama1, Taku Akita1, Yasuo

Tabei2, Takehito Utsuro3, Hiroshi Nakagawa2

（1. Aisin AW Co., Ltd., 2. RIKEN, Center for

Advanced Intelligence Project, 3. Fclty. Eng, Inf.

&Sys, Univ. of Tsukuba）

 4:30 PM -  4:50 PM

[3Q4-J-13-03]

Likelihood distribution of Pedestrian

Trajectories rendered by Variational

Autoencoder

〇Yasunori Yokojima1, Tatsuhide Sakai2 （1.

Siemens K.K., 2. Great Wall Motor）

 4:50 PM -  5:10 PM

[3Q4-J-13-04]
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AI application: enterprize and management
Chair:Kazutoshi Sasahara Reviewer:Hiroto Yoneno
Thu. Jun 6, 2019 1:50 PM - 3:10 PM  Room A (2F Main hall A)
 

 
Study on the mechanism of occurrence of quality spoofing by
"Conjecture" "air" and "water" using business game 
〇HIROYASU SEITA1, Setsuya Kurahashi1 （1. Tsukuba university ） 

 1:50 PM -  2:10 PM   

Detecting Technology Portfolios in the Semiconductor Industry 
〇Bohua Shao1, Kimitaka Asatani1, Ichiro Sakata1 （1. the University of Tokyo） 

 2:10 PM -  2:30 PM   

Relationships between mission statements and protability in scal year
2016 (Preliminary Result) 
〇Ryozo Kitajima1, Ryotaro Kamimura2, Hiroyuki Sakai1, Kei Nakagawa3 （1. Seikei

University, 2. IT Education Center, Tokai University, 3. Nomura Asset Management Co.,

Ltd.） 

 2:30 PM -  2:50 PM   

Influences caused by faultlines on the organizational performance. 
〇Fumiko Kumada1, Setsuya Kurahashi1 （1. University of Tsukuba） 

 2:50 PM -  3:10 PM   
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Study on the mechanism of occurrence of quality spoofing by "Conjecture" "air" and "water" using 
business game 

 *1 *2 
 Hiroyasu Seita  Setsuya Kurahashi 

*1 *2  
University of Tsukuba Faculty of system and information Engineering Department of Risk Engineering#1 #2 

 
 

Abstract 
 

 The quality spoofing case continues in a part of Japanese companies that have been sweeping the world with its top priority on 
customer first principles and raising quality first principles. In these cases of misrepresentation, as seen in the Akafuku case of the food 
fraud, there are cases in which the conjecture to a specific target worked. Until now, each company has been absolutely quali ty based on 
quality first principle, why is it so fragile and crumbling why? 

 In this research, we use a business game based on the framework of the Giddens ‘s theory of structuring  to show  that "quality" is 
absolutely made with "Conjecture" and "air", which can be said as unique culture of Japan as Mr. Shichihei Yamamoto says, and 
furthermore that it is collapsed due to real problems,.
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[Cressey.73] Donald R. Cressey(1973), Other People's Money 
(Montclair: Patterson Smith, 1973) , 30. 

[ .91] 
1991 ,  

[Giddens..76] Anthony Giddens(1976),New Rules of 
Sociological Method: A Positive Critique of Interpretative 
Sociologies, (Hutchinson, 1976, 2nd ed., 1993). 

[ .07] 2007
 

[Barley.86] Barley,S.R.,”Technology as an Occasion for 
Structuring: Evidence from Observations of CT Scanners and 
the Social Order of Radiology Department", Administrative 
Science Quarterly,31[1986] 
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Detecting Technology Portfolios in the Semiconductor Industry  
Bohua Shao*1          Kimitaka Asatani*1           Ichiro Sakata*1 

*1 School of Engineering, the University of Tokyo 

Semiconductor serves as the base for the Artificial Intelligence Society. We are interested in detecting technology trends 
and changes in the semiconductor industry because there are some large resource allocation and organization restructure in 
this industry recently. In this study, we narrowed our research boundary into the U.S. and Japan. We extracted patent 
information related with semiconductor and made a citation network. We used Louvain method to cluster the maximum 
connected component and considered several largest clusters. Results show that the technology portfolios among the two 
countries are different. We used “tf-idf” to detect keywords and features of these unbalanced clusters. In the future, we will 
link the applicant information in a patent database with mergers and acquisitions (M&A) information in a company database. 
We will compare and integrate findings from different sources, such as investment, M&A, technology features and industrial 
policies in order to have a comprehensive understanding.   

 

1. Introduction 
Semiconductor industry is considered important base for the 

Artificial Intelligence Society. Recently, by preparing the era of 
Industry 4.0, resource allocation and organization restructure 
were under way in the semiconductor industry. There are several 
influential Mergers and Acquisitions (M&A) in the 
semiconductor industry. For example, Avago Technologies 
purchased Broadcom Inc. with 37 billion U.S. dollars and 
Qualcomm, Inc. announced to purchase NXP Semiconductor 
with 44 billion U.S. dollars. These phenomena changed 
technology landscape in the semiconductor industry largely. 

In this study, we compared semiconductor industries in the 
U.S. and Japan. Both two countries have been leading countries 
in the semiconductor industry for a long term. By comparing 
these two countries, it is easy to trace and detect the technology 
trends in the semiconductor industry. 

Since technological intangible assets are difficult to measure, 
patent analysis is a dominant method for research in this field. 
[Lee 2009] Likewise, in this study, we used patent data for 
analyzing technology development trends in the semiconductor 
industry. 

This paper is arranged as follows: Section 2 is Literature 
Review, Section 3 is Data, Section 4 is Experiment, Section 5 is 
Results and Section 6 is Summary. 

2. Previous Literature 
In 2009, Lee et al. proposed a keyword-based patent map. This 

map is generated through keywords of patents. These keywords 
in vectors are extracted by text mining. Then keyword vectors 
are reorganized by Principle Component Analysis.  Finally, these 
vectors were projected onto 2-dimension surface. From the map, 
it is easy to detect where to invest. [Lee 2009] 

In 2011, Wang et al. used patent co-citation information 
between Fortune 500 companies. According to the co-citation 
networks of different periods, companies are divided into 
different industry groups. Furthermore, companies’ positions in 

the networks change among different periods. [Wang 2011] 
Ma et al. proposed a comprehensive method for identifying 

technology-driven M&A targets. They used both qualitative and 
quantitative methods for analysis. They also invited policy 
makers and experts for evaluation. Finally, they used a company 
as an example to verify the effectiveness of their methods. This 
method provided a standard, sophisticated way for identifying 
M&A targets. [Ma 2017] 

Shao et al. mainly focused on financial items of M&A in 
Japan. This paper deals with categorization of M&A in Japan. 
However, it did not take technology factors into consideration, 
even Japan is famous for its science, technology and trading. 
[Shao 2018] 

3. Data 
We used Derwent Innovation patent database and Derwent 

World Patent Index (DWPI) for extracting patent information. 
We made smart search topic being “semiconductor”, Publication 
date (Basic) being from 1990.01.01 to 2018.01.01, Application 
Country/Region (Basic) being US or JP. 874005 items were 
retrieved. We chose this time period because large development 
in semiconductor industries in Korea and Taiwan happened in 
the 1990’s. [Chiu 2014] We used “Basic” items because “Basic” 
records the first patent in the same DWPI patent family, which 
largely represents where and when the patent questioned came 
from. [Derwent Innovation 2019] 

We extracted the following items from the database: 
Publication Number, Title, Title – DWPI, Publication Date, Cited 
Refs – Patent, Count of Cited Refs – Patent, Citing Patents, 
Count of Citing Patents, DWPI Family Members, DWPI Count 
of Family Members. We did not extract International Patent 
Classification (IPC) and Cooperative Patent Classification (CPC) 
data and we used the citation clustering method for classification. 
[Thurber 1918] In addition, technology trends and contents 
change rapidly nowadays. Hence, data merely from IPC or CPC 
did not assure accuracy. 

Contact: Bohua Shao, School of Engineering, the University of 
Tokyo, shaobohua6@gmail.com 
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4. Experiment 

4.1 Citation Network 
Based on these patent data, we constructed a patent citation 

network. According to citation information of the patent database, 
we drew links between patents. Then we grouped them by DWPI 
Family Member information and built a new network. We 
assigned weights on edges between DWPI Family Members in 
the new network according to previous linkage information. The 
weight is the quantity of all links between any two patents which 
belong to the two DWPI Family pairs respectively.  

4.2 Node Degree 
We were interested in the network structure and we extracted 

the maximum connected component from the original citation 
network. We calculated the degree of each node in the maximum 
connected component and plotted the degree distribution in log-
log scale.    

4.3 Clustering 
Louvain method [Blondel 2008] is an effective and high-speed 

method for dealing with large networks. We used Louvain 
method for clustering the maximum connected component 
because it is very large, with 612570 nodes.   

4.4 Sum of “tf-idf” 
In natural language processing, a very common method called 

“tf-idf” is widely used. The “tf-idf” aims at filtering out important 
terms of a document among a corpus. The “tf-idf” is calculated in 
the following way (1):  

 

                      tf-idft,d  = tft,d idft                             (1) 
where subscript t means a specific word (term) and d means a 
given document in the whole corpus. In order to caluculate the 
importance of a word in the whole corpus, we sum up “tf-idft,d” 
of the same term across the whole corpus, as shown in (2). We 
have the “tf-idft” for the whole corpus. 
 

       tf-idft  =  tf-idft,d                         (2) 
                                                      d 

5. Results 

Figure 1. Patent degree distribution in log-log scale 

 
Figure 1 shows the distribution of degrees in log-log scale. We 

took the logarithm to base 10. The horizontal axis is the degree in 
log scale whereas the vertical axis is the frequency in log scale. 
Different from the general understanding that companies only 
cite their own patents, patents related with semiconductor are 
cited by other companies as well. The line in Figure 1 is nearly 
straight in the middle part and we assumed that the maximum 
connected component has scale-free network features for nodes 
with degrees in the range of 20 to 80.  

By Louvain method, we finally had 333 clusters. We present 
the largest 21 clusters and their contents in Table 1. 1 

Table 1 shows the quantities of patents grouped by application 
countries. The “USnum” column shows the quantities of patents 
from the U.S. by each cluster whereas the “JPnum” column 
shows the quantities of patents from Japan by each cluster. The 
column “US/JP-ratio” shows the ratios of the values in “USnum” 
to those correspondences in “JPnum”. Similarly, column “JP/US-
ratio” shows the ratios of the values in “JPnum” to those 
correspondences in “USnum”. 

We selected two leading countries in the semiconductor 
industry. Intuitively, ratios across different clusters did not 
fluctuate too much. However, as shown in this table, ratios are 
quite different. We mark and underline the ratios above 2 or 
below 0.5 in red. These unbalanced “Cluster_id” are 4, 14, 7, 20, 
8, 16 and 23. 

Table 1 Quantities of Patents in Each Cluster Grouped by 
Publication Countries 

NNo.  CCluster_id  UUSnum  JJPnum  UUS/JP--
rratio  

JJP/US--
rratio  

1 6 33728 36138 0.933 1.071 
2 1 24488 33412 0.733 1.364 
3 5 18502 24441 0.757 1.321 
4 12 19731 19964 0.988 1.012 
5 3 18922 19082 0.992 1.008 
6 4 29081 7798 3.729 0.268 
7 14 22394 11061 2.025 0.494 
8 15 16448 15092 1.090 0.918 
9 7 22213 9053 2.454 0.408 

10 2 16267 13532 1.202 0.832 
11 0 15819 10578 1.495 0.669 
12 9 13368 10941 1.222 0.818 
13 19 15128 8130 1.861 0.537 
14 20 3409 18297 0.186 5.367 
15 17 12038 7522 1.600 0.625 
16 10 7371 7381 0.999 1.001 
17 13 5743 8856 0.648 1.542 
18 8 2246 7895 0.284 3.515 
19 16 7592 2030 3.740 0.267 
20 22 5001 4112 1.216 0.822 
21 23 6163 2012 3.063 0.326 
 

Furthermore, patents granted from the U.S. are becoming more 
and more recently whereas patents from Japan are declining. 
From these results, investors can pay attention to the differences. 

                                                 
1 The quantity of patents of the 22nd largest cluster declines to 
3836. We also conducted Louvain method several times and 
results are slightly different. Here is a typical example. 
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Table 2 Sum of “tf-idf” in “Cluster_id” Being 4 

word tfidf-sum 
film 950.1 
gate 928.9 

second 894.0 
layer 835.5 

region 758.0 
silicon 741.6 

dielectric 727.7 
insulating 724.3 

fin 662.7 
material 657.5 

oxide 657.0 
metal 650.5 

electrode 613.3 
structure 593.9 
trench 593.2 

 
Table 3 Sum of “tf-idf” in “Cluster_id” Being 16 

word tfidf-sum 
layer 262.4 

memory 247.3 
magnetic 227.7 
second 210.1 
material 185.3 

resistance 181.7 
electrode 181.6 
change 177.0 

cell 166.7 
film 164.2 

element 158.9 
metal 150.3 

conductive 149.9 
line 146.5 

phase 145.7 

 
Table 4 Sum of “tf-idf” in “Cluster_id” Being 23 

word tfidf-sum 
layer 208.9 
gate 198.8 
film 194.9 

memory 189.4 
second 188.8 
pattern 180.0 
mask 170.3 
region 165.7 
silicon 158.6 

insulating 147.2 
material 143.4 
trench 140.6 
line 136.7 

conductive 136.2 
forming 124.4 

 
Let us consider several clusters marked red in Table 1. We 

calculated sum of “tf-idf” for clusters with “Cluster_id” being 4, 
16 and 23 as examples because they all hold “US/JP-ratio” over 
3. The corpus of each cluster is abstracts of patents belonging to 
the cluster questioned. Herein, we pasted words with top 15 

highest sum of “tf-idf” values (keywords) of each cluster in Table 
2, 3 and 4.  

From Table 2, we only detected general terms used for 
semiconductor manufacturing. From Table 3 and 4, we argue that 
technology in the 2 clusters is related with memory storage. In all 
the 3 clusters, U.S. shows dominant power. We hold a hypothesis 
that U.S. is now allocating resources in manufacturing new 
generation memory in order to prepare for the big data era.   

6. Conclusion 
In this study, we extracted patent information in the 

semiconductor industry. We narrowed our research boundary 
inside the U.S. and Japan, the two leading countries around the 
world. We detected that the technology portfolios are different in 
the two countries. We investigated the technology differences 
and used “tf-idf” to filter out important words among these 
clusters.  

We investigated 3 clusters with high “US/JP-ratio” values as 
examples. From these examples, we found that U.S. companies 
have been interested in memory manufacturing recently.  

In this study, we only focused on citation information, which 
is far from enough. There are still other columns in the database, 
such as Publication Date, Assignee/Applicant and Abstract-
DWPI. These columns provide the understanding of patents in a 
detailed way.  

In the future, we want to deal with these columns to catch the 
current trend in the semiconductor industry. We will link 
Assignee/Applicant information of the Derwent Innovation 
patent database with company names in a company database. We 
will also incorporate social phenomena, such as M&A, industrial 
policies and taxes in the semiconductor industry so as to have 
both private and public perspectives.   

References 
[Lee 2009] Lee, Sungjoo, Byungun Yoon, and Yongtae Park, An 

approach to discovering new technology opportunities: 
Keyword-based patent map approach, Technovation 29 (6-7): 
481-97, Elsevier. 

[Wang 2011] Wang, Xianwen, Xi Zhang, and Shenmeng Xu, 
Patent co-citation networks of fortune 500 companies, 
Scientometrics 88 (3): 761-70, Springer Nature, 2011. 

[Ma 2017] Ma, Tingting, Yi Zhang, Lu Huang, Lining Shang, 
Kangrui Wang, Huizhu Yu, and Donghua Zhu, Text mining 
to gain technical intelligence for acquired target selection: A 
case study for china's computer numerical control machine 
tools industry, Technological Forecasting & Social Change 
116: 162-80, Elsevier, 2017 

[Shao 2018] Shao, Bohua, Kimitaka Asatani, and Ichiro Sakata, 
Categorization of mergers and acquisitions in japan using 
corporate databases: A fundamental research for prediction. 
Paper presented at 2018 IEEE International Conference on 
Industrial Engineering and Engineering Management (IEEM 
2018), Bangkok, Thailand, IEEE, 2018 

[Chiu 2014] Chiu, Chien-Che, and Hsing-Ning Su, Analysis of 
patent portfolio and knowledge flow of the global 
semiconductor industry. 2014 Portland International 
Conference on Management of Engineering & Technology 
(Picmet): 3621-34, IEEE, 2014 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A3-J-13-02



 

- 4 - 

[Derwent Innovation 2019] Derwent Innovation, Getting started 
in derwent innovation. Available from 
http://www.derwentinnovation.com/tip-
innovation/support/help/introduction.htm., Accessed: 2019. 
02.06. 

[Thurber 1918] Thurber, William L., The need of a secondary 
patent classification based on industrial arts, Journal of the 
Patent Office Society 1 (3) (November 01): 106-11, Patent 
Office Society (U.S.), 1918 

[Blondel 2008] Blondel, Vincent D., Jean-Loup Guillaume, 
Renaud Lambiotte, and Etienne Lefebvre, Fast unfolding of 
communities in large networks. Journal of Statistical 
Mechanics: Theory and Experiment 2008 (10): P10008, IOP 
Publishing, 2008 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A3-J-13-02



2016 ( )
- -

Relationships between mission statements and profitability in fiscal year 2016 (Preliminary
Result)

-Analysis for manufacturing companies listed on Tokyo Stock Exchange 2nd Section-
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In this paper, we try to analyze relationships between mission statements and profitability. The mission state-
ments are very important messages for companies, because they include founders’ spirits, the business policies and
so on. Therefore, we consider that mission statements affect profitability. Mission statements and profitability
(The Return On Asset (ROA) was used) were gathered from annual securities reports because descriptions are
accurate and reports are easy to obtain. As mission statements were written in natural language and data to
be analyzed becomes complicated, a neural computational method called ‘potential learning’ which can interpret
internal representations was used. As a result, we found that a generalization performance of the model was 0.6125
(accuracy) and mission statements composed of multiple messages may affect ROA.
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Influences caused by faultlines on the organizational performance 

 *1 *1 
 Fumiko Kumada Setsuya Kurahashi 

*1  
University of Tsukuba Graduate School of Business Sciences #1 

The diversification of employment and work styles in organizations is inevitable to ensure a stable workforce in Japan, where 
a labor force is shrinking due to a declining birthrate and an aging population. Using the concept of faultlines, which are 
hypothetical dividing lines that may split a group into subgroups of people based on their multiple attributes, this paper 
examines the relationship of influences of a structure of diversity: the faultline strength and the number of subgroups: and 
communication within an organization. It is verified by an agent-based model based on the results a survey of Japanese 
organizations. In conclusion, when staff in an organization interact smoothly the structure of diversity influences less on the 
organizational performance. However, when the interaction is not smooth, for example, the communication between similar 
staff, the structure of diversity influences more the performance. Therefore, it is important to manage the interaction and 
communication. 
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Evaluation of power consumption estimation model based on household information

∗1
Tomofumi Tahara

∗1
Hideaki Uchida

∗1
Hideki Fujii

∗1
Shinobu Yoshimura

∗1
School of Engineering The University of Tokyo

Abstract: An electric power demand estimation model based on household information is proposed in this paper.
The effect of transition of electric power systems being discussed today will emerge as the change of household
electricity demand. The objective of this research is to develop a model which can output area-wise electricity
demand curve from the sum of household-wise demand. The proposed method is based on a multi-agent-based
household transition model and a household energy consumption database. The simulated result shows rough
agreement with the measured values of the monthly electricity demand.
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Optimization of Power Electric Supply Path in Smart Grids

Takaya Ozawa Ei-Ichi Osawa

Department of Complex and Intelligent Systems, School of Systems Information Science, Future University Hakodate

The next generation next-generation electric grids called smart grids are attracting attention due to problems
such as global power shortage and environmental load caused by power generation. One of the problems with the
current power being used is that the power transmission loss is large due to the long power transmission path.
From such a problem, it is possible to reduce the power shortage and reduce the power generation amount by
reducing the power transmission loss. For this reason, it is required to optimize the power transmission path. In
this paper, we propose to reduce the power transmission loss by minimizing the power transmission path by using
the code optimization method used by the compiler by treating the power transmission path like a program. We
compared power transmission loss by simulation using multi agent system and showed that the proposed method
can reduce transmission loss. In addition, it shows that it can be used by measuring the execution processing time
of the proposed method.

1.

,

CO2

[ 10]

4.8% 480 kWh

100 kWh 7

2.

:

116-2 0138-34-

6448 b1015112@fun.ac.jp

2.1

WS

BA

WS BA

2.2

vi
Ci i ki

Ci =
vi

ki(ki−1)
2

2.3

[Brandes 01] vi
Bi vis vjt vi

gisiti Nisit

Bi =

∑n

is=1;is �=i

∑is−1

it=1;it �=i

g
isit
i

Nisit

(N − 1)(N − 2)/2

5

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-02



2.4

R = ρ× l

P (W ) = I2 ×R

• W I ρ R

3.

3.1

[ 14]

15 2

15

2.1 2.2

1: ’n5’ ’n12’ ([ 14])

n8 n14

n8 → n4 → n10 → n13 → n14 2954.74km 35.93%

n8 → n9 → n10 → n13 → n14 2638.54km 36.30%

n8 → n12 → n10 → n13 → n14 3421.55km 41.14%

2: ’n5’ ’n12’ ([ 14])

n5 n12

n5 → n4 → n8 → n12 1866.53km 23.98%

n5 → n7 → n10 → n12 1543.51km 23.99%

n5 → n4 → n9 → n12 1931.14km 25.79%

n5 → n4 → n10 → n12 2558.94km 29.60%

3.2

CO2

[SATOH 08]

( )

10%

4.

[SATOH 08]

( )

4.1

( )

( )

1

.

1: ( )

1

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-02



4.2

1

2 ( ( ))

3

2 1 B,C

2 B,C

3

2:

5.

365

[ 11]

5.1
100 1000 3

• 18.5kWh

• 4.5kWh

• 6600A

• :k = 4

8%

WS BA

8%

5.2 1
500

3 BA

4.8% WS

p = 0.1 29.5%

3: 1

BA WS (p = 0.1)

3952.8km 9112.3km

4153.63km 12926.8km

4.8% 29.5%

0.096% 0.379%

p = 0.05 WS

P = 0.5 WS

4 p = 0.05 WS

4: 2

WS (p = 0.05) WS (p = 0.5)

5991.9km 8931.0km

14726.8km 11705.6km

59.3% 23.7%

0.415% 0.073%

p = 0.05 WS

BA

BA WS

BA

WS

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-02



1000 2017

WS

49.8% BA 45.49%

1000

3 4

3: WS

4: BA

5.3 2
100 1000

5 WS

BA

27

6600

6600

WS

1.64 BA 0.85

6.

5:

WS BA

[ 10] , ,

. 22

2010

[ 14] ,

, =

IEICE technical report : 113(427) 2014.2.6

7 p.63-65

[SATOH 08] SATOH I. A Specification Framework

for Earth-friendly Logistics. Proceedings of 28th

IFIP WG6.1 International Conference on Formal

Techniques for Networked and Distributed Systems

(FORTE 2008), Springer June, 251-266, 2008

[ 11]

. = IEICE technical

report : 2011

[Brandes 01] Brandes U. A faster algorithm for between-

ness centrality Journal of Mathematical Sociology

Vol.25 No.2 pp.163-177 2001

4

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-02



The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-03



 
1 ( ID=20 ) 

 

2  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-03



•

•

 
3 4 PV   

 
1  

 7 1 7 31  
 10,000 

 26 /kWh 
 5 /kWh 

PV  2% 10% 20% 
 

( ) 
10:10:80 

 

 

5  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-03



6 PV 20%  

 

7  

 

8  

 

9  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3A4-J-13-03



[3C3-J-9]

[3C3-J-9-01]

[3C3-J-9-02]

[3C3-J-9-03]

©The Japanese Society for Artificial Intelligence 

 JSAI2019 

General Session | General Session | [GS] J-9 Natural language processing, information retrieval

Natural language processing, information retrieval: creation

and analysis of stories
Chair:Hiromi Wakaki Reviewer:Masahiro Ito
Thu. Jun 6, 2019 1:50 PM - 2:50 PM  Room C (4F International conference hall)
 

 
Novel Segmentation Method based on the Distributed Representation
of Sentences and Analysis Method of Story Developments 
〇Kiyohito Fukuda1, Naoki Mori1, Makoto Okada1 （1. Osaka Prefecture University） 

 1:50 PM -  2:10 PM   

Analysis of Four-scene Comics Story Dataset based on natural
language processing 
〇Ryo Iwasaki1, Naoki Mori1, Miki Ueno2 （1. Osaka Prefecture University, 2. Toyohashi

University of Technology） 

 2:10 PM -  2:30 PM   

Search for Similar Story Sentences based on Role of Characters in
order to Support and Analyze Contents Creator's Ideas 
〇Takefumi Katsui1, Miki ueno1, Hitoshi Isahara1 （1. toyohashi university of technology） 

 2:30 PM -  2:50 PM   



Novel Segmentation Method based on the Distributed Representation of Sentences and
Analysis Method of Story Developments

∗1
Kiyohito Fukuda

∗1
Naoki Mori

∗1
Makoto Okada

∗1
Graduate School of Engineering, Osaka Prefecture University

Recently, the attempts to reproduce the mechanisms of human intellectual activities have attracted interest
in artificial intelligence fields. The narrative creation is one of them. It is necessary for narrative creation and
creative support by the computer to make it to understand human creations and their stories. However, there
are few studies on story analysis by the computer. In this study, we propose the segmentation method of novels
based on the distributed representation of sentences and the analysis method of story developments. As a result
of computational experiments, we confirmed that the effectiveness of the proposed methods.
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4

Analysis of Four-scene Comics Story Dataset based on Natural Language Processing

∗1
Ryo Iwasaki

∗1
Naoki Mori

∗2
Miki Ueno

∗1
Osaka Prefecture University

∗2
Toyohashi University of Technology

Comic computing is a branch of computing dealing with comics in engineering. Although comics are multi-modal
data with natural languages and pictures, numerous studies in the field focus on images in comics rather than the
comic content. To make models understand the contents in comics, we should deal with natural languages in comics
in the form of character words. We used a dataset which was suitable for analyzing comic contents and previously
proposed two tasks: sentiment analysis and variety analysis. However, two tasks did not go well because of the
number of data. We demonstrated using data augmentation and analyzed the results to determine the feasibility
of computers understanding comics.
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Search for Similar Story Sentences based on Role of Characters
in order to Support and Analyze Contents Creator’s Ideas

Takefumi Katsui Miki Ueno Hitoshi Isahara

Toyohashi University of Technology

A process of creating stories has been studied from various aspects. Recently, it has become important topic for
the field of artificial intelligence. In the field, such studies are mainly divided into two groups, automatic generation
of stories and assistance for human s creative activity. From the view of assistance for human s creative activity,
we propose creative support method. This paper describes two systems; Creation support system and System of
Search for Similar Story Sentences based on Role of Characters. In order to confirm the effectiveness of these
proposed method, three types of experiments were carried out. These results suggested that the proposed system
is useful for creating story and analyzing human’s idea of the perspective of similar feeling.
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BERT
An Approach for Applying BERT to Sentence Elimination Problem in English Exam

∗1
Hiromi Narimatsu

∗1
Hiroaki Sugiyama

∗2
Genichiro Kikui

∗3
Hirotoshi Taira

∗3
Seiki Matoba

∗1
Ryuichiro Higashinaka

∗1NTT
NTT Communication Science Laboratories

∗2
Okayama Prefectural University

∗2
Osaka Institute of Technology

We have been working on the English problems in the Can a Robot Get into the University of Tokyo? project.
This paper focuses on the sentence elimination problem by applying BERT, which has obtained the state-of-the-art
results in a number of machine comprehension tasks. We show how we apply BERT and report the improvements
made over baselines. Finally, we show our error analysis and the problems that still need to be solved.
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Doc opt

3opt-opt prevN-nextN

(seg0) 3opt-opt

prevN-nextN (seg0)

2: W2V
(1) (2) (3)

(1) (w2v) — *0.00793 0.04746

(2) Doc-opt — — 1.0

(3) 3opt-opt — — —

3: BERT
(3) (6) (8)

(3) 3opt-opt — 1.0 *0.02103

(6) prevN-opt-nextN — — *0.02414

(8) prevN-nextN (seg0) — — —

3.3
BERT Word2vec

Word2vec BERT

prevN-nextN (seg0)

( 1) BERT

4

3
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Food can do more than fill our stomachs? it also satisfies
feelings. If you try to satisfy those feelings with food when
you are not hungry, this is known as emotional eating. There
are some significant differences between emotional hunger and
physical hunger. (1) Emotional and physical hunger are bo

th signals of emptiness which you try to eliminate with fo

od. (2) Emotional hunger comes on suddenly, while physic

al hunger occurs gradually. (3) Emotional hunger feels lik

e it needs to be dealt with instantly with the food you wa

nt; physical hunger can wait. (4) Emotional eating can le

ave behind feelings of guilt although eating due to physica

l hunger does not. Emotional hunger cannot be fully satisfied

with food. Although eating may feel good at that moment,
the feeling that caused the hunger is still there.

7: Word2vec BERT (2016

(1) BERT (2) )

3

Word2vec prevN-nextN (seg0)

36 BERT 45

Word2vec 23 25

2

0.806 (104/129)

8 word2vec BERT

(1) (3)

(4)

BERT

7 (1)

Emotional hunger physical hunger

(1)

One of the most important kitchen tools is the simple hand-

operated can opener – the manual can opener. (1) Can open

ers are needed to open some canned foods, and nowadays ma

ny people have easy-to-use electric ones. (2) However, with a

manual can opener, even when there is an electric power fa

ilure, you can still open cans. (3)Another advantage of a m

anual can opener is that it will last for years without any m

aintenance. (4) Recently, even some electric can openers wit

h multiple functions have been getting cheaper. In any event,

it is always a good idea to have a manual can opener in your
kitchen.

8: Word2vec BERT (2014

(4))

4.

SOTA BERT

N N

(

0.628)

Word2vec

[Alec 18] Alec, R., Karthik, N., Tim, S., and Sutskever, I.:

Improving Language Understanding by Generative Pre-

Training, arXiv:1802.05365 (2018)

[Devlin 18] Devlin, J., Chang, M.-W., Lee, K., and

Toutanova, K.: BERT: Pre-training of Deep Bidi-

rectional Transformers for Language Understanding,

arXiv:1810.04805 (2018)

[Lai 17] Lai, G., Xie, Q., Liu, H., Yang, Y., and Hovy, E.:

RACE: Large-scale ReAding Comprehension Dataset

From Examinations, in Proc. of EMNLP 2017, pp. 785–

794 (2017)

[Mikolov 13] Mikolov, T., Sutskever, I., Chen, K., Cor-

rado, G. S., and Dean, J.: Distributed representations

of words and phrases and their compositionality, in Ad-

vances in neural information processing systems, pp.

3111–3119 (2013)

[Radford 18] Radford, A., Narasimhan, K., Salimans, T.,

and Sutskever, I.: Improving language understand-

ing by generative pre-training, URL https://s3-

us-west-2.amazonaws.com/openai-assets/research-

covers/languageunsupervised/language understanding

paper.pdf (2018)

[ 18] , F

: AI

(2018)

[ 17] , , , ,

, , , , F

, 2017

, pp. 2H2–1 (2017)
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Bidirectional LSTM  
Misspelling Detection by using Multiple Bidirectional LSTM Networks 

*1                  *1                   *2                  *1 
                       Ryo Takahashi         Kazuma Minoda          Akihiro Masuda        Nobuyuki Ishikawa 

 *1  *2 PE-BANK 
                                                     Recruit Technologies Co.,Ltd.            PE-BANK, Inc. 

Companies in the RECRUIT Group provide matching business between clients and customers, and create lots of manuscripts 
every day in order to tell the attractiveness of our clients. In this paper, we propose a method for detecting misspelling in 
manuscripts with machine learning. That system mainly consists of two parts. One is the multiple Bidirectional LSTM networks 
to estimate the probabilities of correctness in each characters. The other is the random forests algorithm to decide what sentence 
is correct or not by using outputs of these networks. The efficacy of our approach is demonstrated on two datasets: artificial 
sentences and real manuscripts created in our services. 
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Effect of Robot Anxiety on the Appearance Tendency of Uncanny Valley 

Kazuhiro Ikeda Tomoko Koda

Department of Information Science and Technology, Osaka Institute of Technology

In this study, we analyzed the influence of robot anxiety characteristics on the appearance tendency of uncanny valley. We 
used crowdsourcing for the questionnaire survey of mechano-humanness score (MH score) and likeability of 80 robot face 
images. Then we divided the participants into two groups according to their scores of Robot Anxiety Scale (RAS). The results 
of t-test of the fitted curves using the MH scores and likeability scores showed that the appearance tendency of the uncanny 
valley is affected by users’ robot anxiety scale. Those who have less anxiety toward robots showed higher affinity toward the 
robot faces, while those with high anxiety showed lower affinity toward the same faces. 

1.

=
=

[1]

[2] Mathur
80 -
(mechano-humannes (MH) )

MH [3]

(RAS) [4] RAS

RAS
RAS

[5]

[3]
RAS

RAS
RAS [3]

RAS RAS
RAS

RAS MH
MH RAS
RAS

2.

2.1
MH Yahoo!
100 [3] 80

MH
-100 +100

20 79

39.2 9.8 62 17
MH

MH MH -90.63
90.33 -37.37 53.10

[3] MH
-97.21 93.21 -49.18 61.50

2.2
2.1 80

-100 +100
RAS

Yahoo! 300

55 139

41.6 10.3 93 46
RAS (41.57)

RAS RAS (n=74) 
RAS (n=65)

MH

MH
[3]

RAS

Welch t
, , 573-0196

1-79-1 tomoko.koda@oit.ac.jp
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RAS RAS (p=0.056)
RAS RAS (p<0.05)
RAS RAS (p<0.01)

MH
MH -60 -30

RAS t RAS
(p<0.01)

MH +30 +60
RAS

MH -60
-30 (p<0.05) MH +30 +60
(p<0.01) RAS

80 MH

+20 +50
( 2 ) MH

RAS
RAS

RAS
RAS

[3]

+7 MH -45 -20 MH 28
+7 MH

-66 -43 MH 36

MH

3.

80

RAS)
RAS RAS

RAS

MH

1. MH
80 [3]

2. RAS

( ) JP17K00287

[1] , , AI
3 NRI

, pp. 108-125, 2016.
[2] Energy 7 4 , pp. 33-35, 

1970.
[3] Maya B. Mathur, David B. Reichling. Navigating a social 

world with robot partners: A quantitative cartography of the 
Uncanny Valley. Cognition, Volume 146, pp. 22–32, 2016.

[4] , , , ,
Human-Robot Interaction (HRI)

Fuzzy System Symposium 2010, pp. 554-559, 2010.
[5] , .

HAI 2017 2017
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Strategyproof Mechanism with Agents Grouping for Multi-Agent Pathfinding

Manao Machida

NEC

This paper proposes a computationally efficient strategyproof mechanism that solves multi-agent pathfinding
(MAPF) problems with heterogeneous and self-interested agents. In MAPF, agents need to reach their goal desti-
nations while avoiding collisions between them. MAPF solvers assign agents non-conflicting paths that minimize
the global cost function (e.g., the sum of travel costs). Finding the optimal solution of a MAPF problem is an
NP-hard problem. Mechanism design aims to design mechanisms in which the selfish behavior of agents leads to
a socially optimal outcome. The Vickrey-Clarke-Groves (VCG) mechanism is a well known mechanism that is
efficient and strategyproof. However, VCG must compute an optimal outcome to be strategyproof. In this paper,
we consider heterogeneous and self-interested MAPF. Agents are heterogeneous if the costs of traversing a given
path differ between agents. In particular, we assume each agent has a private linear cost function of travel time.
The proposed mechanism divides agents into several groups depending on their declarations and thresholds, and
then computes an optimal outcome for each group sequentially. The thresholds are parameters for adjusting com-
putational complexity of this mechanism. We show that this mechanism has trade-off between the solution quality
and run-time by numerical simulations.

1.

MAPF

MAPF

MAPF

[Silver 2005,

Standley 2010, Ryan 2010, Dresner 2008, Kiesel 2012]

Vickrey-Clarke-Groves (VCG)

[Vickrey 1961,

Clarke 1971, Groves 1973] VCG

MAPF

MAPF

MAPF

[Bnaya 2013, Machida 2019, Amir 2015]

MAPF

[Amir 2015] VCG

MAPF

MAPF

MAPF

NP

: NEC 211–8666,

1753 044-435-5678 manao-

machida@ap.jp.nec.com

[Machida 2019]

SCA* VCG

SI-MAPF

2.

MAPF G = (V,E) K =

{1, . . . , k} i ∈ K

si ∈ V gi ∈ V

i Pi

Pi

T = {0, 1, 2, . . .}

Pi n (pi(n), n)

Pi, Pj n ∈ T pi(n) = pj(n)

pi(n) = pj(n + 1) ∧ pi(n + 1) = pj(n)

i, j

i, j

MAPF P = {P1, . . . , Pk}

P

i

1
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wi ∈ W W = [0, w̄]

w̄

wtruck

wmotorcycle 2 wtruck = 2 · wmotorcycle

[Amir 2015]

Pi

n(Pi)

win(Pi)

n(Pi) = min
{
n : ∀n′ ≥ n, (gi, n

′) ∈ Pi

}

Pi

t Pi

i

win(Pi) + t

[Bnaya 2013]

[Amir 2015]

3.

MAPF

i ∈ K

bi ∈ W

P ∈ P t

f = (β, τ ) β : W k → P

τ : W k → R
k

[0, w̄]

MAPF O(|V |k)

k′

O(|V |k
′

)

c = (c1, . . . , cm+1) c c1 > · · · > cm+1

c1 = w̄ ∧ cm+1 = 0

i ∈ {1, . . . ,m − 1} Ci(b) = {j ∈

K|bj ∈ (ci+1, ci]} Cm(b) = {j ∈ K|bj ∈ [cm+1, cm]}

K′ ⊆ K PK′

P̂(PK′

) PK′

K \K′

1

c = (w̄, 0)

Mechanism 1

1: for i = 1, . . . ,m do

2: plan βCi(b)(b) such that satisfies the following condi-

tion

∑
j∈Ci(b)

bjn(β
Ci(b)
j (b)) = min

P∈P̂(β
∪l<iCl(b)(b))

∑
j∈Ci(b)

bjn(Pj)

(1)

3: end for

a b c

d

e f g

s1, g4 s4, g1

s2, g3 s3, g2

1:

VCG

|maxi Ci(b)| = 1

SCA*

1

c = (1, 0.5, 0) 1

b1 = 0.8, b2 =

0.2, b3 = 0.4, b4 = 0.6

C1(b) = {1, 4}, C2(b) = {2, 3}

C1(b)

P1 = {(a, 0), (a, 1), (b, 2), (c, 3), . . .},

P4 = {(c, 0), (b, 1), (d, 2), (b, 3), (a, 4), . . .}

P1, P4 C2(b)

P2 = {(e, 0), (e, 1), (f, 2)(d, 3), (f, 4), (g, 5), . . .}

P3 = {(g, 0), (g, 1), (g, 2), (f, 3), (e, 4), . . .}

P2 (d, 2) P4

P2 P4

P3 P1

i

P̂Ci(b)(b) = P̂(β∪l<iCl(b)(b)) (2)

M(i, b′i, j, b) = min
P∈P̂

Cj(b
′)
(b′)

∑
l∈Cj(b)∪{i}

b
′
ln(Pl), (3)

b′ = (b1, . . . , bi−1, b
′
i, bi+1, . . . , bk)

M(i, b′i, j, b) b

i b′i j

i

M

τi(b) = −bin(βi(b))

+M(i, bi, c
−(bi), b)−M(i, cc−(bi)+1, c

−(bi), b)

+
∑

j>c−(bi)

(M(i, cj , j, b)−M(i, cj+1, j, b)) (4)

2
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c−(bi) i ∈ Cc−(bi)
(b) (4)

c = (w̄, 0) VCG

c = ( l
m
)l∈{0,...,m} M > 0

m = M |maxi Ci(b)| = 1 limm→∞ τ (b)

SCA*

1 f = (β, τ )

i ∈ K, b ∈ W k

win(βi(wi, b−i)) + τi(wi, b−i) ≤ win(βi(b)) + τi(b)

(wi, b−i) = (b1, . . . , bi−1, wi, bi+1, . . . , bk)

1 f = (β, τ )

[Archer 2001] i ∈ K, b ∈ W k

bi ≥ b′i =⇒ n(βi(b)) ≤ n(βi(b
′
i, b−i))

τi(b) = −bin(βi(b)) +

∫ bi

0

n(βi(c, b−i)) (5)

f = (β, τ )

n ◦ β bi ≥ b′i

C(b) = C(b′i, b−i) n(βi(b)) ≤

n(βi(b
′
i, b−i)) i bi

Cj(b) Cj(b) \ {i} =

Cj(b
′
i, b−i)

∑
l∈Cj(b)

bln(βl(b)) ≤
∑

l∈Cj(b)

bln(βl(b
′
i, b−i))

∑
l∈Cj(b)

bln(βl(b)) ≤ bin(βi(b
′
i, b−i)) +

∑
l∈Cj(b

′

i
,b−i)

bln(βl(b
′
i, b−i))

bin(βi(b)) ≤ bin(βi(b
′
i, b−i))

i ∈ K n ◦ βi W

(5) (4) cj > bi ≥ b′i >

cj+1 c̄ ∈ [b′i, bi] c < c̄

n(βi(c, b−i)) = n(βi(b
′
i, b−i)) c > c̄

n(βi(c, b−i)) = n(βi(b))

∫ bi

b′
i

n(βi(c, b−i)) = (c̄− b
′
i)n(βi(b

′
i, b−i)) + (bi − c̄)n(βi(b))

= M(i, c̄, j, b)−M(i, b′i, j, b)

+M(i, bi, j, b)−M(i, c̄, j, b)

= M(i, bi, j, b)−M(i, b′i, j, b)

(5) (4)

4.

fs W = [0, 1] s

s1

g2

s2

g3

g1

s3

2:

8× 8

f2 (1, 0.5, 0) f4

(1, 0.75, 0.5, 0.25, 0) f1 VCG

MAPF
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8× 8 4
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j �= i si, gi

Conflict Base Search[Sharon 2015]
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1: 8× 8 w [0, 1]k

Runtime (ms)

k f1 f2 f4 f8 f16

5 15.46 6.57 4.67 4.09 4.37

6 11.43 6.20 5.01 4.39 2.66

7 299.22 28.44 22.66 13.86 9.38

8 163.82 22.20 14.19 8.77 4.07

9 121.57 19.64 14.54 8.47 4.89

10 561.95 63.04 30.48 10.68 7.33

f1
f2
f4
f8
f16

3: 8× 8 w [0, 1]k

5.

MAPF

[Amir 2015] Amir, O., Sharon, G. and Stern, R.: Multi-

agent pathfinding as a combinatorial auction, in AAAI

(2015)

[Machida 2019] Machida, M.: Polynomial-Time Multi-

Agent Pathfinding with Heterogeneous and Self-

Interested Agents, in AAMAS, in press (2019)
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f2
f4
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4: 8× 8 w [0, 1]k
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[Dresner 2008] Dresner, K. and Stone, P.: A multiagent

approach to autonomous intersection management,

J. Artif. Intell. Res. (JAIR), volume 31, issume 1,

pp.591–656 (2008)

[Kiesel 2012] Kiesel, S., Burns, E., Wilt, C. M., and Ruml,
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A Fundamental Study of Region Allocation for Mobile Robots Based on Constraint Optimization and
Decentralized Solution Method

Toshihiro Matsui

Nagoya Institute of Technology

Observation systems based on autonomous multiple robots including wide area surveillance, emergency response,
and temporary exploration in unsafe areas have been widely studied. In general cases, there are various require-
ments for observation systems such as patrolling, exploration, tracking and cooperative sensing. These tasks also
require the formation of robots and the allocation of observation areas. To manage complex sub-tasks simultane-
ously, a general approach based on constraint optimization problems and decentralized solution methods will be
promising. This approach is studied as distributed constraint optimization problems in the multiagent research
area. While several studies address the application of the distributed constraint optimization to sensor networks
and mobile robots, there are opportunities to construct a unified model to integrate several tasks with the constraint
representation and low cost decentralized solution methods. As a fundamental study, we address a simple model
for patrolling problems with the allocation of observation areas to multiple robots.

1.

[Fioretto 18]

[Zhang 05, Béjar 05]

[Jain 09, Stranders 10, Zivan 15]

2.

: 466-8555

matsui.t@nitech.ac.jp
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698 (2018)

[Jain 09] Jain, M., Taylor, M. E., Tambe, M., and Yokoo, M.:

DCOPs Meet the Real World: Exploring Unknown Reward

Matrices with Applications to Mobile Sensor Networks, in IJ-
CAI 2009, Proceedings of the 21st International Joint Confer-
ence on Artificial Intelligence, Pasadena, California, USA, July
11-17, 2009, pp. 181–186 (2009)

[Stranders 10] Stranders, R., Fave, F. M. D., Rogers, A., and
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AAAI Press (2010)

[Zhang 05] Zhang, W., Wang, G., Xing, Z., and Wittenburg, L.:
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On the design of state value functions
for real-time continuous-state space multi-agent decision making

∗1
Tomoharu Nakashima

∗2
Harukazu Igarashi

∗3
Hidehisa Akiyama

∗1
Osaka Prefecture University

∗2
Shibaura Institute of Technology

∗3
Fukuoka University

This paper presents an overview of value function representations and construction for RoboCup soccer sim-
ulation. Since RoboCup has several characteristic features such as multi-agent system, noisy environments, and
dynamic decision making, it offers a more realistic environment for the decision making in multi-agent system
research.

1.
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AI

AI

AI

RoboCup 2D 20
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1 RoboCup
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[1] H.Akiyama, S.Aramaki, T.Nakashima, ”Online Coop-

erative Behavior Planning Using a Tree Search Method

in the RoboCup Soccer Simulation,” Proc. of INCoS

2012, pp.170-177, 2012.

[2] T.Pomas and T.Nakashima, ”Evaluation of Situations

in RoboCup 2D Simulations using Soccer Field Im-

ages,” Proc. of RoboCup Symposium, 6 pages, 2018.
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ACO

ACO with Pheromone Update by Negative Feedback Can Solve CSPs

Takuya Masukane Kazunori Mizuno

Department of Computer Science, Takushoku University

To solve large-scale constraint satisfaction problems, ant colony optimization (ACO) has recently been drawing
attentions. In algorithms based on ACO, candidate assignments are constructed by taking account of pheromone
trails, which are updated based on a candidate assignment with the least number of constraint violations. In this
paper, we propose an ACO model with dual pheromone trails: usual pheromone trails and another pheromone
trails. Another pheromone trails are updated based on a candidate assignment with the largest number of con-
straint violations. Also, usual pheromone trails are updated by considering another pheromone trails as well. We
demonstrated that our model, which is applied to the cunning ant system, can be effective than other ACO-based
methods for large-scale and hard graph coloring problems whose instance appears in the phase trainsiton region.

1.
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CSP
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ACO

“ ”
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[Bui 08] Bui, T. N., Nguyen, T. H., Petal, C. M. and Phan,

K. T.: An ant-based algorithm for coloring graphs,

Discrete Applied Mathematics, Vol. 156, pp. 190–200

(2008).
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TSP  
An Algorithm for solving the Traveling Salesman Problem using Clustering Method 

 *1 *1 
 Jumpei Uchida  Hajime Anada 

*1  
Tokyo City University#1 

 

 We confirmed the effectiveness of our 
algorithm using several benchmark problems taken from the TSPLIB, which is a library of traveling salesman problem.
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An Algorithm for Solving the Traveling Salesman Problem using Particle Swarm Optimization 

*1 *1 
 Yuki Yamada Hajime Anada 

*1  
Graduate School of Integrative Science and Engineering, Tokyo City University #1 

Many economic and industrial problems lead to combinatorial optimization problems. Of these combinatorial optimization 
problems, the traveling salesman problem (TSP) is one of the most important problem in the field of technology and science. 
And particle swarm optimization (PSO) is a population based stochastic optimization technique inspired by social behavior of 
bird flocking or fish schooling. PSO has been applied to various combinatorial optimization problems belonging to 
nondeterministic polynomial-time hard (NP-hard) combinational problems. But applying PSO to TSP is difficult. Therefore, 
we construct a new algorithm which is based on PSO. We confirmed the effectiveness of our algorithm using several benchmark 
problems taken from the TSPLIB, which is a library of traveling salesman problem. 
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U12バスケットボールにおけるリーグ戦スケジューリング
League Scheduling for U12 Basketball

沖本 天太 ∗1
Tenda Okimoto

西村 一輝 ∗2
Kazuki Nishimura

平山 勝敏 ∗1
Katsutoshi Hirayama

∗1神戸大学大学院海事科学研究科
Faculty of Maritime Sciences, Kobe University

∗2神戸大学海事科学部
Graduate School of Maritime Sciences, Kobe University

Sports Scheduling is one of the widely investigated application problems in Artificial Intelligence and Operations
Research. This problem can be represented as a combinatorial optimization problem, in which the date and the
venue of each game must be determined, subject to a given set of constraints. In 2018, Japan Basketball Association
(JBA) has started to implementing the league games in the prefectures. In this paper, a formal framework for
U12 Basketball League Scheduling (BLSU12) problem is introduced. Furthermore, a novel solution criteria called
egalitarian solution for BLSU12 is defined. In the experiments, we use the real data of U12 basketball league games
played in Hyogo prefecture in 2018 and find an optimal league scheduling which can reduce the total travel distance
of teams compared to that of actually used. An egalitarian solution for the total travel distance is also provided.

1. はじめに
スポーツ・スケジューリング [3, 4]問題とは，チーム，対戦

日，開催場所等の集合に対して，与えられた制約条件を満たす
ように対戦表を作成する組合せ最適化問題である．スポーツ・
スケジューリングは AIやOR分野における応用問題として広
く研究されており，応用例として，アメリカ西海岸大学対抗バ
スケットボール [1]やプロサッカーリーグ [2]等が挙げられる．
日本バスケットボール協会 (JBA)∗1 は (i) 拮抗したゲーム

を多くすることで選手及び指導者の成長を促し，(ii) JBA 登
録チームに対して，一定公式試合数の確保を目的とし，都道府
県内でのリーグ戦の実施を 2018年度より開始した．兵庫県ミ
ニバスケットボール連盟 ∗2 は 2018 年度，県内の男女合わせ
て約 180チームを対象に前後期リーグ戦を実施した．前期（5

月から 7 月）では，各チームは所属地区で実施された新人戦
の成績を基に，A（上位）, B1, B2, B3（中位）, C（下位）の
5つのリーグに分けられ，県内の各会場で 10試合の公式戦を
行った．また後期（9月から 12月）では，前期の成績を基に
各リーグのチームが再編成され 10試合の公式戦が行われた．
リーグ戦作成では，前後期各 10試合の計 20試合を実施しな

ければならないとする総試合数に関する制約や，同じチームと
2試合以上対戦してはならないとする重複試合の禁止等の満た
さなければならない様々な制約条件が存在する．このため，す
べての制約条件を満たすようなリーグ戦を作成するのは困難な
問題である．実際，兵庫県ミニバスケットボール U12の前期
Aリーグ（女子）では重複試合が 2件発生している．さらに，
現状のリーグ戦は人手により数日かけて作成されているため，
その負担を軽減する必要がある．また，各チームの総移動距離
やチーム間の移動距離の平等性等は現在考慮されていない．
本論文では，移動距離最小化問題のフレームワークを用いて，

ミニバスケットボールにおけるリーグ戦作成 (U12 Basketball

League Scheduling, BLSU12)問題を定義する．実験では，2018
年度に兵庫県下で実施されたミニバス U12 の後期 A リーグ

連絡先: 沖本 天太，神戸大学大学院海事科学研究科，神戸市東
灘区深江南町 5-1-1，tenda@maritime.kobe-u.ac.jp

∗1 http://www.japanbasketball.jp
∗2 https://hyogo-minibasket.jimdo.com

（女子）の実データを用いて，与えられた制約条件を満たし，
かつ，各チームの移動距離の総和が最小となるようなリーグ戦
及び，移動距離の最大値を最小化するようなリーグ戦をそれぞ
れ作成し，実際に用いられたリーグ戦と比較評価する．

2. U12バスケットボールリーグ戦作成問題
ミニバスケットボール（ミニバス）におけるリーグ戦作成

(BLSU12)問題を定義する．まず BLSU12 の基本用語を与える．

• T = {1, ..., n}：チームの集合．

• D = {1, ....,m}：日付（対戦日：休日・祝日）の集合．

• X = {xij | i, j ∈ T (i �= j)}：変数の集合．xij = k (k ∈
D)とは，チーム iと j が k 日に対戦することを表す．

• C = {c1, ..., cl}：制約の集合．

• Ts = {q1, ..., qt}：（各チームの）拠点校の集合．

• P = {p1, ..., ps}：対戦が行われる試合会場の集合．

• α : T → Ts：各チームの拠点校を返す写像．

• β : D → P：日付から試合会場を返す写像．

• dis : Ts×P → R：拠点校から会場までの距離を返す関数．

以下，兵庫県ミニバス U12で用いられた制約条件を示す．

• 制約 1（総試合数の制限）：各チームの対戦数は 10試合と
する．各チームは前期 10，後期 10の計 20試合を行う．

• 制約 2（毎試合数の制限）：U12では選手の体力等を考慮
して，各チーム，試合がある場合は 1日に 2試合行う．

• 制約 3（各会場での試合数の制限）：各試合会場では，そ
の日に対戦しなければならない対戦数が決められている．

• 制約 4（重複試合の禁止）：同じ相手と 2試合以上対戦して
はならない（同じリーグ内の他の 10チームと対戦する）．

1
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表 1: 提案手法と+Minimaxにおける各チームの総移動距離．

チーム名 成徳 北エン 福田 香櫨園 塚口 武庫 浜脇 多田東
提案手法 836km 608km 636km 888km 944km 876km 886km 816km

+Minimax 878km 800km 636km 820km 902km 776km 828km 850km

チーム名 西宮浜 宝塚 BR 川西 荻野 北淡 松陽 三田 氷上東
提案手法 842km 932km 854km 834km 596km 642km 524km 270km

+Minimax 878km 794km 854km 902km 596km 642km 558km 270km

表 2: 後期 Aリーグ（女子 16チーム）における，実際のリー
グ戦と提案手法で得られたリーグ戦の総移動距離と作成時間．

後期リーグ 実際のリーグ戦 提案手法 +Minimax

総移動距離 14, 204km 11, 984km 11, 984km

作成時間 数日 4秒 173秒

次に，U12におけるリーグ戦作成 (BLSU12)問題を定義する．

定義 1 (BLSU12). ミニバスにおけるリーグ戦作成 (BLSU12)

は，X を変数の集合，D を変数値の集合，C を制約の集合，
Ts を拠点校の集合，P を試合会場の集合，αを各チームの拠
点校を返す写像，β を日付から試合会場を返す写像，φを拠点
校から試合会場までの往復距離を計算する関数とし，

BLSU12 = 〈X,D,C, Ts, P, α, β, φ〉

の組により定義される．全変数への割当を Aとし，関数 φは

φ(A) =
∑

i,j,k

2 · [dis(α(i), β(k)) + dis(α(j), β(k))]

により与えられる (1 ≤ i, j ≤ n, i �= j, 1 ≤ k ≤ m)．BLSU12

を解くとは，全ての制約条件を満たし，各チームの移動距離の
総和 φ(A)が最小となるような割当 Aを見つけることである．

定義 2 (BLSU12 問題).

• 入力： ミニバスにおけるリーグ戦作成 BLSU12，

• 質問：移動距離の総和が最小となるリーグ戦をみつけよ．

リーグ戦作成 BLSU12 において，各チーム i (1 ≤ i ≤ n)の
総移動距離を di とし，すべてのチームの総移動距離を d-ベク
トルと呼び，d = (d1, ..., dn)と記述する．また 2つの d-ベク
トル d′ 及び d′′ に関して，両者の各要素の総和が等しいとき，
すなわち，

∑
i d

′
i =

∑
i d

′′
i が成立するとき，d′ と d′′ は同等で

あるという．同等な d-ベクトルからなる集合をDと記述する．
また D 上の前順序は �lex により与えられるものとする．す
なわち，∀d′, d′′ ∈ D に関して，d′ が辞書式順序において d′′

より先行している，またそのときに限り，d′ �lex d′′ と定義す
る．ある d-ベクトル d′ が平等であるとは，d′′ �lex d′ となる
ような，d′ と同等な他の d′′ が存在しないことを意味する．

3. 評価実験
2018年度に兵庫県下で実施されたミニバスU12後期Aリー

グ戦（女子 16チーム）の実データを用いて BLSU12 問題を求
解した．具体的には，BLSU12 問題を 0-1整数計画問題として
定式化し，最適化ソルバー CPLEXを用いて，各チームの移

動距離の総和が最小となるリーグ戦及び，総移動距離が最小，
かつ，移動距離の最大値が最小となるリーグ戦を作成した．
実際に使用された U12後期 Aリーグ戦と提案手法によって

作成されたリーグ戦における総移動距離及び実行時間を表 2に
示す（両者とも全ての制約条件 1から 4を満たしている）．ま
た，表中の+Minimaxは提案手法とミニマックス値を用いたと
きの実験結果を表す．表 2より，実際に使用された後期リーグ
戦での全 16チームの総移動距離は 14, 204kmであった．これ
に対し，提案手法では，全 16チームの総移動距離は 11, 984km

であり，実際に使用されたものとの差は 2, 222km であった．
また，実際のリーグ戦は人手により数日かけて作成されている
のに対し，提案手法では最適なリーグ戦が 4 秒，+Minimax

では最適かつ，移動距離の最大値が最小となるリーグ戦が 173

秒で求解可能であった．表 1は提案手法及び，+Minimaxに
よって得られた各チームの総移動距離を表している．提案手
法では，塚口の総移動距離が 944km（最大値）であるのに対
し，+Minimaxでは 902kmであった．このように，+Minimax

で得られた解では，総移動距離が大きい塚口や宝塚 BR の負
担を他のチームでシェアすることで軽減しているのが分かる．

4. おわりに
本論文では，ミニバスケットボールにおけるリーグ戦作成

(BLSU12)問題を定義し，各チームの移動距離の総和が最小と
なるような最適なリーグ戦及び，最適かつ移動距離の最大値
が最小となるようなリーグ戦を作成した．実験では，2018年
度に兵庫県下で実施されたミニバス U12後期 Aリーグ戦（女
子）の実データを用いて，BLSU12 問題を求解し，実際に使用
されたリーグ戦と比較評価した．実験結果より，提案手法では
最適なリーグ戦が 4秒，最適かつ移動距離の最大値が最小とな
るようなリーグ戦が 173秒で作成可能であることが分かった．
今後の課題として，現場で利用可能なシステムの開発，U15

及び U18バスケットボールにおけるリーグ戦作成，その他の
スポーツ・スケジューリング問題への適用等が挙げられる．
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Batch Normalization

Statistical Mechanical Formulation of Learning Dynamics of Two-Layered Neural Networks with
Batch Normalization

Shiro Takagi Yuki Yoshida Masato Okada

Graduate School of Frontier Sciences, The University of Tokyo

Batch Normalization is known as a method to shorten training time, stabilize training and improve the perfor-
mance of neural networks. Despite its wide use, the impact of Batch Normalization on the learning dynamics of
neural networks is yet to be clarified. Though some recent studies tried to tackle this problem, few of them derived
the exact learning dynamics of neural networks with Batch Normalization. Because deriving the learning dynam-
ics is helpful for understanding what Batch Normalization is doing during training, we derived an exact learning
dynamics of two-layered neural networks with Batch Normalization by drawing on the previous work about a sta-
tistical mechanical method of neural network analysis. Specifically, for neural networks with Batch Normalization,
we derived differential equations of order parameters, which represent a macroscopic behavior of neural networks.

1.

Ioffe Szegedy Batch Normalization

[Ioffe 15]

Batch Normalization

Ioffe Szegedy

Batch Normalization

[Ioffe 15] Santurkar Batch

Normalization

[Santurkar

18] Bjorck Batch Normalization

[Bjorck 18]

Kohler Batch Normalization

[Kohler 18] Arora

Batch Normalization

[Arora 18]

Batch Normalization

90

Batch Normalization

[Schwarze 93,Seung

92, Saad 95, Biehl 95, Riegler 95]

Batch Normalization

Luo [Luo 18]

2. Batch Normalization

2.1

[Saad 95,Biehl 95]

1

1

N K

M O

ξ ∈ R
N 0 σ2

i.i.d.

[J1, . . . ,JK ]T ∈ R
K×N

[w1, . . . ,wK ]T ∈ R
O×K

[B1, . . . ,BM ]T ∈ R
M×N

[v1, . . . ,vM ]T ∈ R
O×M

Ji ∈ R
N iid∼ N (0, 1/N) Bn ∈ R

N iid∼
N (0, 1/N)

wi ∈ R
O vn ∈ R

O O

i, n

φ
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s ∈ R
O =

K∑
i

wiφ (Ji · ξ) , (1)

t ∈ R
O =

M∑
n

vnφ (Bn · ξ) , (2)

ε = 1
2
||t − s||2

Qij = Ji ·Jj

Rin = Ji·Bn Tnm = Bn·Bm Dij = wi·wj Ein = wi·vn

Fnm = vn · vm [Saad 95,Biehl 95,Yoshida 18]

N

[Saad 95,Biehl 95] ξ

εg

Saad Solla

Biehl Schwarze

Yoshida

[Saad 95,Biehl 95,Yoshida 18]

Batch

Normalization

2.2 Batch Normalization

Batch Normalization

b i.i.d.

b 2 ξu ξv

Qij

Batch Normalization

Batch Normalization xu
i = Jiξ

u

gi βi

β

0

b

b σxi =
√

1
b

∑b
u=1(x

u
i − μi)2

σxi ≈
√

b
b−1

〈x2
i 〉 ≈

√
JT
i 〈ξuξuT 〉Ji =

√
σ2||Ji||2 = σ

√
Qii

ξ 〈·〉 ξ

su =

K∑
i

wiφ

(
gi

σ
√
Qii

Jiξ
u

)
=

K∑
i

wiφ

(
gi

σ
√
Qii

xu
i

)
, (3)

gi

ΔJi=
η

Nb

b∑
u=1

[(tu−su)·wi]φ
′
(

gi

σ
√
Qii

xu
i

)
gi

σ
√
Qii

ξu, (4)

Δgi=
η

Nb

b∑
u=1

[(tu−su)·wi]φ
′
(

gi

σ
√
Qii

xu
i

)
Jiξ

u

σ
√
Qii

, (5)

1: Batch Normalization

N K =

2,M = 2 O = 1 ξ

s t

η
N

gi

σ
√

Qii

xi = x̂i

gi

ΔQij

=
η

bN

b∑
u=1

[
M∑
p=1

Eipφ
′(x̂u

i )x̂
u
j φ(y

u
p )−

K∑
p=1

Dipφ
′(x̂u

i )x̂
u
j φ(x̂

u
p)

+
M∑
p=1

Ejpφ
′(x̂u

j )x̂
u
i φ(y

u
p )−

K∑
p=1

Djpφ
′(x̂u

j )x̂
u
i φ(x̂

u
p)

]

+
η2

b2N2

b,b∑
u,v

ξuξv

[
K,K∑
p,q

DipDjqφ
′(x̂u

i )φ
′(x̂v

j )φ(x̂
u
p)φ(x̂

v
q)

+

M,M∑
p,q

EipEjqφ
′(x̂u

i )φ
′(x̂v

j )φ(y
u
p )φ(y

v
q )

−
K,M∑
p,q

DipEjqφ
′(x̂u

i )φ
′(x̂v

j )φ(x̂
u
p)φ(y

v
q )

−
M,K∑
p,q

EipDjqφ
′(x̂u

i )φ
′(x̂v

j )φ(y
u
p )φ(x̂

v
q)

]
, (6)

ΔRin

=
η

bN

b∑
u=1

[
M∑
p=1

Eipφ
′(x̂u

i )y
u
nφ(y

u
p )−

K∑
p=1

Dipφ
′(x̂u

i)y
u
nφ(x̂

u
p)

]
,

(7)

Δgi

=
η

bNgi

b∑
u=1

[
M∑
p=1

Eipφ
′(x̂u

i )x̂
u
i φ(y

u
p )−

K∑
p=1

Dipφ
′(x̂u

i )x̂
u
i φ(x̂

u
p)

]
,

(8)

εg =
1

2

[
M,M∑
p,q

Fpqφ(y
u
p )φ(y

u
q ) +

K,K∑
p,q

Dpqφ(x̂
u
p)φ(x̂

u
q )

−2

K,M∑
p,q

Epqφ(x̂
u
p)φ(y

u
q )

]
, (9)

yu
n = Bnξ

u ξ
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[Saad 95,Biehl 95,Yoshida 18] φ(x) = erf(x/
√
2)

gi
∗1

N
dQij

dt
=

2η

π
[Q1−Q2]

+
4η2gigj

bπ2
√

ΛQiiQjj

[Q3+Q4−Q5−Q6] , (24)

N
dRin

dt
=

2η

π
[R] , (25)

N
dgi
dt

=
2η

πgi
[G] . (26)

dt (l, k) = (i, j, n, p, q)

Q′
lk = σ2glgk

σxl
σxk

Qlk, R
′
lk = σ2gl

σxl
Rlk, T

′
lk = σ2Tlk

∗1

Q1=

M∑
p=1

⎡
⎢⎢⎣

Eip

(
R′

jp(1+Q′
ii) − Q′

ijR
′
ip

)

(1+Q′
ii

)

√
(1+Q′

ii
)(1+T ′

pp)−R′2
ip

+
Ejp

(
R′

ip(1+Q′
jj)−Q′

jiR
′
jp

)

(1+Q′
jj

)

√
(1+Q′

jj
)(1 + T ′

pp) − R′2
jp

⎤
⎥⎥⎦

(10)

Q2=

K∑
p=1

⎡
⎢⎢⎣

Dip

(
Q′

jp(1 + Q′
ii)−Q′

ijQ
′
ip

)

(1+Q′
ii

)

√
(1+Q′

ii
)(1+Q′

pp)−Q′2
ip

+
Djp

(
Q′

ip(1+Q′
jj)−Q′

jiQ
′
jp

)

(1 + Q′
jj

)

√
(1+Q′

jj
)(1+Q′

pp)−Q′2
jp

⎤
⎥⎥⎦

(11)

Q3 =

K,K∑
p,q

DipDjq

× asin

⎛
⎝ΛQ′

pq−Q′
jpQ′

jq(1+Q′
ii)−Q′

ipQ′
iq(1+Q′

jj)+Q′
ijQ

′
ipQ

′
jq+Q′

ijQ
′
iqQ

′
jp√

Λ1Λ2

⎞
⎠

(12)

Q4 =

M,M∑
p,q

EipEjq

× asin

⎛
⎝ΛT ′

pq−R′
jpR′

jq(1+Q′
ii)−R′

ipR′
iq(1+Q′

jj)+Q′
ijR

′
ipR′

jq+Q′
ijR

′
iqR′

jp√
Λ3Λ4

⎞
⎠

(13)

Q5 =

K,M∑
p,q

DipEjq

× asin

⎛
⎝ΛR′

pq−Q′
jpR′

jq(1+Q′
ii)−Q′

ipR
′
iq(1+Q′

jj)+Q′
ijQ

′
ipR′

jq+Q′
ijR

′
iqQ′

jp√
Λ1Λ4

⎞
⎠

(14)

Q6 =

M,K∑
p,q

EipDjq

× asin

⎛
⎝ΛR′

pq−R′
jpQ′

jq(1+Q′
ii)−R′

ipQ′
iq(1+Q′

jj)+Q′
ijR

′
ipQ′

jq+Q′
ijQ

′
iqQ′

jp√
Λ2Λ3

⎞
⎠

(15)

R=

M∑
p=1

Eip

(
T ′
np(1 + Q′

ii) − R′
inR′

ip

)

(1+Q′
ii
)

√
(1+Q′

ii
)(1+T ′

pp)−R′2
ip

−
K∑

p=1

Dip

(
R′

pn(1 + Q′
ii) − R′

inQ′
ip

)

(1+Q′
ii
)

√
(1+Q′

ii
)(1+Q′

pp)−Q′2
ip

(16)

G=

M∑
p=1

Eip

(
R′

ip(1 + Q′
ii) − Q′

iiR
′
ip

)

(1+Q′
ii
)

√
(1+Q′

ii
)(1+T ′

pp)−R′2
ip

−
K∑

p=1

Dip

(
Q′

ip(1 + Q′
ii) − Q′

iiQ
′
ip

)

(1+Q′
ii
)

√
(1+Q′

ii
)(1+Q′

pp)−Q′2
ip

(17)

Λ = (1 + Q
′
ii)(1 + Q

′
jj) − (1 + Q

′2
ij) (18)

Λ1 = Λ(1 + Q
′
pp) − Q

′2
jp(1 + Q

′
ii) − Q

′2
ip(1 + Q

′
jj) + 2Q

′
ijQ

′
ipQ

′
jp (19)

Λ2 = Λ(1 + Q
′
qq) − Q

′2
jq(1 + Q

′
ii) − Q

′2
iq(1 + Q

′
jj) + 2Q

′
ijQ

′
iqQ

′
jq (20)

Λ3 = Λ(1 + T
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′
jj) + 2Q

′
ijR

′
ipR
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1

π

⎡
⎢⎣
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p,q

asin

⎛
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pq√
(1 + T ′
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−
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On the trade-off between the number of nodes and the number of trees in Random Forest

∗1
So Kumano

∗2
Tatsuya Akutsu

∗1
Grafuate School of Informatics, Kyoto University

∗2
Institute for Chemical Research, Kyoto University

Expressibility of machine learning models has been extensively studied. For example, in a Neural Network, it is
proved that the efficiency concerning the number of nodes is generated from the depth. On the other hand, it is
not clear whether the efficiency exists in Random Forest. Therefore, in this research, we investigate whether the
efficiency exists in Random Forest. We first show that Random Forest does not have the same kind of efficiency as
Neural Network, and next we show that the efficiency concerning the number of nodes can be generated from the
number of trees.
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CTR AUC log-loss ?
Do the AUC and log-loss evaluate CTR prediction models properly?

∗1
Satoshi Katagiri

∗1
F@N Communications, Inc.

Click-through rate (CTR) prediction is one of the most important task for web advertising platform companies.
However, CTR prediction is a non-standard machine learning task, so conventional metrics, for example, area
under the Receiver Operating Characteristic curve (AUC), and log-loss, a.k.a. cross-entropy, and so on, can be
improper. Our target is develop a new metrices for CTR prediction. In this article, we state the drawbacks of such
conventional metrics and perspective of a metric based on the calibration plot approach.
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Social reinforcement learning with shared global aspiration for satisficing

∗1
Noriaki Sonota

∗2
Takumi Kamiya

∗1
Tatsuji Takahashi

∗1
School of Science and Engineering, Tokyo Denki University Graduate School of Tokyo Denki University

When humans learn, it is not just by individual trial-and-error, but the learning is accelerated by sharing
information with others. There are social learning strategies such as imitating others actions and emulating
the high achievement of someone. As a model of social learning, sharing of state- and/or action-values are often
implemented in reinforcement learning algorithms. However, sharing information of such huge amount is not
realistic for a model of social learning of humans or animals. We propose an algorithm in which a mere record
(achieved accumulated reward per episode) leads to efficient social learning. The algorithm is based on the model
of satisficing integrated with different risk attitudes around the reference (aspiration level), and the conversion of
the global aspiration onto each state.
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On a mathematical approach to “photo-likeness” of images

∗1
Yasuhiko Asao

∗1
Ryotaro Sakamoto

∗1
Graduate School of Mathematical Science, the University of Tokyo

In image recognition, it is significant to determine the boundary between meaningful and non-meaning images.
In this paper, we show a mathematical approach to this problem by defining a “quasi-photographic” image. In
order to formulate the question ‘What is photograph likeliness ? ’ mathematically, we introduce a function ‘depth’
that takes real values for images and analyze its asymptotic behavior. We also examine that an actual photograph
is indeed a quasi-photograph. The idea of depth comes from the rank of the 0th persistent homology of a cubical
complex and it can be expected that more precise classification of images can be obtained by analyzing the higher
rank in the future. We also believe that it can be applied to deep learning, which is being actively utilized recently
in image recognition, to selection of learning data. We would like to propose one approach of applicating pure
mathematics in image recognition.

1.

“ ”

1

A

A

1

: : asao@ms.u-tokyo.ac.jp ,
: sakamoto@ms.u-tokyo.ac.jp

1: depth

1

2.

2.1
[0, 1) 0 1 N

�N

�N :=
{ 0

2N
,
1

2N
, . . . ,

2N − 1

2N

}2

⊆ [0, 1)× [0, 1).

C = {0, 1, . . . , n − 1}
2N × 2N �N → C

2N × 2N 2

2d × 2d �N

�d
N

�d
N :=

{ 1

2d
�N−d + x ⊆ �N

∣∣∣x ∈ �d

}
.

2d × 2d �N =
⊔

�∈�d
N

�

�0
N = {�N} �N

N = {{x} | x ∈ �N}
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2: �1
2, �2

3: N = 10 0 ≤
d ≤ 10 d = 5

depth = 0.5

2.2
2 f : �N → C = {0, 1}

ϕd

ϕd(f) := min
�∈�d

N

⎛
⎝ ∑

i,j∈�
|f(i)− f(j)|

⎞
⎠ .

ϕd 2d × 2d

1

0

ϕN = 0

2 f

d N ϕd = 0

1 2N × 2N n f : �N → C

depth(f) :=
1

N
min

{
d ∈ {0, . . . , N}

∣∣∣0 = min
p:Imf�{0,1}

ϕd(p ◦ f)
}
,

f p f {0, 1}

depth(f) 0 f

1 1

depth 1 depth

depth 3 d(∑
i,j∈� |f(i)− f(j)|

)
�∈�d

N

d

d depth

3.

depth

Map(�N , C) �N C 2N × 2N

0 ≤ α ≤ 1

depth α PN,C(α)

X #X #Map(�N , C) =

n4N depth α
#PN,C(α)

n4N

1

lim
N→+∞

#PN,C(α)

n4N
=

{
0 if α < 1,

1 if α = 1.

#PN,C(α) 2

2

lim
N→+∞

#PN,C(1− α logN
N

)

n4N
=

{
0 if 1/ log 4 < α,

1 if 0 ≤ α ≤ 1/ log 4.

log 10

depth 1− logN
N log 4

depth

2 2N × 2N n f : �N → C

depth(f) < 1− logN

N log 4

f

1 − log 10
10 log 4

= 0.93979400086 · · · 3

depth = 5
10

= 0.5

4.

3

1

1

11
0
10
, 1
10
, . . . , 10

10
8
10

9
10

1 − logN
N log 4

1− log 10
10 log 4

∼ 9
10
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1 fN = f : �N → C fN−1 :

�N−1 → C

fN−1(x) =
⌊1
4

∑
�∈ 1

2N−1 �1+x

f(�)
⌋

(x ∈ �N−1)

fN−i := (fN−i+1)N−i

fN , fN−1, fN−2, . . . , f0
k
N

≤ 1− logN
N log 4

≤ k+1
N

fk fk+1

5.

[H]

depth 0

f : �N → C

Cd(f) �N

a, b � ∈ �d
N

f(a) = f(b) 1

2 Cd(f)

0 d

depth

0

6.

10000 10000

depth

7.

[H] :

, 2013.
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Consideration on Generation of Saliency Maps in Each Action
of Deep Reinforcement Learning Agent

∗1
Kazuki Nagamine

∗2
Satoshi Endo

∗2
Koji Yamada

∗2
Naruaki Toma

∗2
Yuhei Akamine

∗1
Information Engineering Course, Graduate School of Engineering and Science, University of the Ryukyus

∗2
Faculty of Engineering, School of Engineering Computer Science and Intelligent Systems, University of the Ryukyus

In recent years, deep reinforcement learning agents have surprisingly developed and achieved great results. the
methods of analyzing the behaviour of agents by visualizing neural networks have been proposed. However, the
methods to obtain saliency maps for each action has not been much researched. In this paper, we propose the
method of generating saliency maps for each action of the agents in order to obtain deeper insight when analyzing
a neural network in a deep reinforcement learning agent by visualization. We applied the proposed method to the
agent which learned Atari 2600 Pong. As a result of the experiment, we obtained saliency maps which visualizes
the influence of environment on each action of the agents.

1.

[Selvaraju 17]

Atari 2600 Pong

2.

Greydanus

[Greydanus 17]

Asynchronous Advantage Actor-Critic (A3C)

Atari 2600

: 903-0213

1 k188583@ie.u-ryukyu.ac.jp

Greydanus

(1)

Φ(It, i, j) = It � (1−M(i, j)) +A(It, σA)�M(i, j) (1)

Φ It t

i, j � M A

i, j M

(2)

i, j

S(t, i, j) =
1

2
‖πu(I1:t)− πu(I

′
1:t)‖2

where I ′1:k =

{
Φ(Ik, i, j) if k = t

Ik otherwise
(2)

S i, j πu

I1:t

RGB

(1)(2) A3C

Pong

1 1

Pong
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1: Greydanus

(2)

3.

(2) S(t, i, j) (3)

S(a, t, i, j) = πa(I1:t)− πa(I
′
1:t) (3)

a πa

a

1

1:

1

(3)

4.

1

Pong Pong

Up Down

2

Pong

2:

Fire Down Down

Fire Up Up

None Fire

None Fire

Fire Down

x

Donw Fire

Down

Up Fire Up

5.

A3C Pong

[Selvaraju 17] Selvaraju, R. R., Cogswell, M., Das, A.,

Vedantam, R., Parikh, D., and Batra, D.: Grad-

CAM: Visual Explanations from Deep Networks via

Gradient-based Localization, in Proc. of ICCV-17, pp.

618626 (2017)

[Greydanus 17] Greydanus, S., Koul, A., Dodge, J., and

Fern, A. Visualizing and Understanding Atari Agents.

arXiv preprint arXiv:1711.00138 (2017)
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Dynamic Reward Clustering

∗1
Ryota Higa

∗2
Junya Kato

∗1NEC
NEC Data Science Research Laboratories

∗2NEC AI
NEC AI Analytics Business Development Division

Real-world time series data have various patterns by the human operation. Our aim is extraction of the valuable
information from the time series data with action. And we need to interpret people’s policy from time series data.
We propose a interpretable method for clustering the dynamic rewards from the time series data. Combining
Wavelet transformation preprocessing and simple clustering methods to the human motion data and inverted
pendulum simulation, our approach was successful in clustering different rewards and the interpretability of feature
while maintaining the time series information.

1. Introduction

(descriptive)

[Bazerman 06]

[Lesort 18]

[Osa 18, Baram 17, Sasaki 18]

: NEC

1753 email:r-higa@ct.jp.nec.com

2. Dynamic Reward Clustering

r

[Sutton 18]

2.1 Background
s(t)

t i si(t)

s(t)

r(s(t), a(t)) π(a(t)|s(t))

a(t)

2.2 Assumption

2.3 Scale-Reward Relationship

1
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Wavelet (WT) [Haar 10]

a

t s(t) i

ωi(a, b) :=

∫
ψ(a, b)si(t)dt (1)

a b

ψ(a, b) Scalogram

C :=
[
cT1 cT2 · · · cTI

]
(2)

ci(a, b) := |ωi(a, b)|2 , (3)

ci :=

⎡
⎢⎢⎣
ci(a1, b1) · · · ci(a1, bM )

...
. . .

...

ci(aN , b1) · · · ci(aN , bM )

⎤
⎥⎥⎦ (4)

(FT)

WT

FT

(STFT) ΔωΔt ≥ 1/2

WT a

2.4 Dimension Reduction

PCA/SVD

[F.R.S. 01, Golub 13] (SVD)

C = UΛV T (5)

b a

d Λ d

Vd Scalogram

C̃d = CVd (6)

a

1

2.5 Dynamic Clustering on Scale Space

k-means++ Scalogram

[Arthur 07]

J :=

bM∑
n=1

K∑
k=1

δn,k |cn − μk|2 (7)

δi,j
, i = j 1 0

k-means++

BIC

a1

a2
Time Series 

r1

r2

1:

r1 r2

r1

2.6 Dynamic Reward
s(t)

k-means++

t = b μk

r(s(t), a(t)) := f(μk(s(t))) (8)

f(μk(s(t))) C̃

r1 r2

Markov

2.7 Cluster and Ring

1 r1 r2
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2.8 Joint to Dynamics model
(ODE)

[Heinonen 18, Chen 18]

3. Experiment

Cart Pole MoCap
∗1

[Sukhbaatar 17]

0 1

k-means++ k Cart Pole

MoCap

PCA 0.95

1. Cart Pole :t = 2000

Q-learning Cart Pole 5

400

Position Velocity Angle Angular Velocity

2. MoCap

4 120 /

MoCap beaks

wings tail feathers claps 4

(chicken dance: t = 1536) walk run jump

kick jump(left) jump(right) wave hands 7

(walks: t = 8402) 2

chicken dance walks

0.700 0.860

t Cart Pole

1

0.607 2

2

0.789 Cart Pole 2

3

2 k-means++

∗1 http://mocap.cs.cmu.edu/

2: Cart Pole

Position Scalogram Velocity

Scalogram Angle Scalogram Angular

Velocity Scalogram k-means++

4. Discussion

2

3

Pole

Pole Position

3
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3: Cart Pole 2

k-means++

2

PCA 2

Cart Pole chicken dance walks

0.745 0.739 0.629

2

5. Conclusions

” ”

” ” DNN HMM

[Lesort 18]

HR Tech

[Arthur 07] Arthur, D. and Vassilvitskii, S.: K-means++:

The Advantages of Careful Seeding, in Proceedings of the

Eighteenth Annual ACM-SIAM Symposium on Discrete

Algorithms, SODA ’07, pp. 1027–1035, Philadelphia, PA,

USA (2007), Society for Industrial and Applied Mathe-

matics

[Baram 17] Baram, N., Anschel, O., Caspi, I., and Man-

nor, S.: End-to-End Differentiable Adversarial Imitation

Learning, in Precup, D. and Teh, Y. W. eds., Proceedings

of the 34th International Conference on Machine Learn-

ing, Vol. 70 of Proceedings of Machine Learning Research,

pp. 390–399, International Convention Centre, Sydney,

Australia (2017), PMLR

[Bazerman 06] Bazerman, M.: Judgment in managerial de-

cision making, J. Wiley (2006)

[Chen 18] Chen, T. Q., Rubanova, Y., Bettencourt, J., and

Duvenaud, D. K.: Neural Ordinary Differential Equa-

tions, in Bengio, S., Wallach, H., Larochelle, H., Grau-

man, K., Cesa-Bianchi, N., and Garnett, R. eds., Ad-

vances in Neural Information Processing Systems 31, pp.

6572–6583, Curran Associates, Inc. (2018)

[F.R.S. 01] F.R.S., K. P.: LIII. On lines and planes of clos-

est fit to systems of points in space, The London, Ed-

inburgh, and Dublin Philosophical Magazine and Journal

of Science, Vol. 2, No. 11, pp. 559–572 (1901)

[Golub 13] Golub, G. H. and Loan, van C. F.: Matrix Com-

putations, JHU Press, fourth edition (2013)

[Haar 10] Haar, A.: Zur Theorie der orthogonalen Funktio-

nensysteme, Mathematische Annalen, Vol. 69, No. 3, pp.

331–371 (1910)

[Heinonen 18] Heinonen, M., Yildiz, C., Mannerström, H.,

Intosalmi, J., and Lähdesmäki, H.: Learning unknown

ODE models with Gaussian processes, in Dy, J. and

Krause, A. eds., Proceedings of the 35th International

Conference on Machine Learning, Vol. 80 of Proceedings

of Machine Learning Research, pp. 1959–1968, Stock-

holmsmssan, Stockholm Sweden (2018), PMLR

[Lesort 18] Lesort, T., Daz-Rodrguez, N., Goudou, J.-F.,

and Filliat, D.: State representation learning for control:

An overview, Neural Networks, Vol. 108, pp. 379 – 392

(2018)

[Osa 18] Osa, T., Pajarinen, J., Neumann, G., Bagnell, J.,

Abbeel, P., and Peters, J.: An Algorithmic Perspec-

tive on Imitation Learning, Foundations and Trends in

Robotics, Vol. 7, No. 1-2, pp. 1–179 (2018)

[Sasaki 18] Sasaki, F. and Kawaguchi, A.: Deterministic

Policy Imitation Gradient Algorithm (2018)

[Sukhbaatar 17] Sukhbaatar, S., Kostrikov, I., Szlam, A.,

and Fergus, R.: Intrinsic Motivation and Auto-

matic Curricula via Asymmetric Self-Play, CoRR, Vol.

abs/1703.05407, (2017)

[Sutton 18] Sutton, R. S. and Barto, A. G.: Reinforcement

Learning: An Introduction, The MIT Press, second edi-

tion (2018)
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A Dialogue System Implemented with Latent Parameters

∗1
Edward Li

∗2
Chie Hieida

∗2∗3
Takayuki Nagai

∗1
Seiko Gakuin High School

∗2
The University of Electro-Communications

∗3
Osaka University

When given a conversation, traditional dialogue systems mainly focus on the context that can be observed on the
surface of sentences; concretely, they process and determine the output based on the grammar, visible keywords and
structure of the sentence. However, the content we convey to others is affected by a multitude of latent parameters,
such as emotional state, personal knowledge and personality. Therefore, we have attempted to validate the integrity
of a dialogue system which takes these latent parameters into measure, and have sucessfully developed a dialogue
system which utilizes latent parameters as input.

1.

LSTM

Long short-term memory network [Hochreiter97]

Sequence to Sequence

[Sutskever14]

[Csaky17] Sequence to Sequence

1

2017 Alexa Prize Competition

MILABOT

[Serban17]

2.

2.1

:

100 liweida9@gmail.com

how are you <eos>

i am fine <eos>

1: Seq2Seq [Csaky17]

4

•

•

•

•

1
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•

•

•

•

•

5

3.

2

GloVe[Pennington14]

LSTM LSTM VAE NN GloVe

t0

t0 t1

2:

3.1
GloVe

GloVe

Stanford NLP Group

“Wikipedia 2014 + Gigaword 5” 200 300

3

3.2

LSTM VAE

3.3

LSTM

3.4
Rapid Automatic

Keyword Extraction algorithm [Rose10]

2
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GloVe

3

3.5

3.6
4

GloVe

LSTM

VAE

3.7
2

LSTM VAE

3.8

3.9

Optimizer

1

4.

4.1 LSTM
LSTM

GloVe

200

1

4.2 LSTM VAE
LSTM VAE VAE

LSTM

VAE

LSTM VAE

5.

5.1

5.2
2 2 3

2

1

2 3

2 3 4

4

5

2 1

5 “Know you not

reading?”

6.

Conversation-turns

Per Session(CPS) [Zhou18]

• ?

LSTM VAE

• ?
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1:
Module name(Model type) Loss Loss function Optimizer Dimentions

(LSTM VAE) 1.26x10−2 KL Loss RMSProp 300 200

(LSTM) 1.03x10−2 sparce categorical crossentropy AdamOptimizer 200 1

(LSTM VAE) 8.7x10−3 KL Loss RMSProp 200 60

(LSTM VAE) 4.6x10−3 KL Loss RMSProp 300 200

(NN) 1.5918x10−9 mean squared error Adam 60 200

2: : 1
Timestep Human Dialogue System

1 Hi, how are you today? Doing great, you?

2 I’m doing great. That’s nice. What do you do for work?

3 I code. How about you? Just office work, but it is a lot.

4 Oh, ok. Do you enjoy your work? Yeah, it’s quite rewarding.

5 Yeah, it does pay the bills. When I’m not working, I play basketball. What do you do for fun?

6 I hike at the park. That sounds relaxing!

7 It keeps my mind off things. Do you travel? Not much.

3: :
Timestep Human Dialogue System

1 Hi! How are you? Hi good and you?

2 Great! Just ran outside. What do you do for a living?

3 I am a student. How about you? I play basketball.

4 Nice! Do you love books? I read all the time. How about you?

5 I always liked movies more than books. Know you not like reading?

6 I do, but prefer the movies. Ok, that makes sense.

•

[Hochreiter97] S.Hochreiter, and J.Schmidhuber, “Long

Short-term Memory,” Neural Computation 9(8):1735-

80 (1997)

[Sutskever14] I.Sutskever, O.Vinyals, and Q.V.Le, “Se-

quence to Sequence Learning with Neural Networks,”

NIPS 2014 (2014)

[Csaky17] R.Csaky, “Deep Learning Based Chatbot Mod-

els,” Technical Report (2017)

[Serban17] I.Serban, C.Sankar, M.Germain, S.Zhang,

Z.Lin, S.Subramanian, T.Kim, M.Pieper, A.Chandar,

N.Ke, S.Mudumba, A.Brebisson, J.Sotelo, D.Suhubdy,

V.Michalski, A.Nguyen, J.Pineau, and Y.Bengio, “A

Deep Reinforcement Learning Chatbot,” CoRR2017

(2017)

[Pennington14] J.Pennington, R.Socher, C.D.Manning,

“Glove: Global Vectors for Word Representation,”

<https://nlp.stanford.edu/projects/glove/>,

(2014)

[Rose10] S.Rose, D.Engel, N.Cramer, and W.Cowley, “Au-

tomatic Keyword Extraction from Individual Docu-

ments,” Text Mining: Applications and Theory (2010)

[Zhou18] L.Zhou, J.Gao, D.Li, and H.Shum, “The Design

and Implementation of XiaoIce, an Empathetic Social

Chatbot,” arXiv:1812.08989 (2018)
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Comfortable Driving by Deep Inverse Reinforcement Learning

∗1
Daiko Kishikawa

∗1
Sachiyo Arai

∗1
Department of Urban Environment Systems, Graduate School of Science and Engineering, Chiba University

For the realization of automatic driving, not only safety but also comfortability of passengers is required for its
application to the real society. We define it as comfortable driving. Comfortable driving is hard to define because
the expectation for comfortability varies according to the designer of system. Therefore comfortable driving is
difficult to code a rule-based algorithm manually. Reinforcement learning, which learns an optimal policy from
trial-and-error by the agent, is an effective method to solve this problem. However it requires a reward function for
the appropriate evaluation of action taken by the agent. In this paper we propose an approach to obtain comfortable
driving by training with the reward function estimated from trajectories of comfortable driving, using deep inverse
reinforcement learning. Experimentally we used low lateral acceleration as the condition of comfortable driving,
and we were able to estimate a reward function with satisfying it.

1.

2.

Deep Deterministic Policy

Gradient (DDPG) [Lillicrap 15]

TORCS (The Open Racing Car Simulator) [Wymann 00]

TORCS 1

600m

1:

:

1-33

sachiyo@faculty.chiba-u.jp

3.

3.1 MDP
s ∈ S V (s) s a ∈ A

�(s, a) s′

p (s′|s, a) γ (0 < γ ≤ 1)

(MDP) (1)

(1) min

V (s) = min
a

{
� (s, a) +

∑
s′

p
(
s′|s, a) γV (

s′
)}

(1)

MDP (LMDP) Todorov[Todorov 07]

MDP LMDP MDP a

u ∈ R
|S| s

u us = u(s′|s) LMDP (2)

(3)

p
(
s′|s,us

)
= p̄

(
s′|s) exp (us) (2)

� (s,us) = q (s) +DKL

(
p
(
s′|s,us

) ∣∣∣
∣∣∣p̄ (s′|s)

)
(3)

p̄ (s′|s) us s s′

q(s) DKL( || )

(1)

(4)

exp (−V (s)) = exp

{
−q (s)

}∑

s′
p̄
(
s
′|s) exp

{
−γV (s

′
)

}
(4)

p∗ (s′|s) (5)

p∗
(
s′|s) =

p̄ (s′|s) exp{−γV (s′)}∑
s′ p̄ (s

′|s) exp {−γV (s′)} (5)
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2: LogReg-IRL

3.2 LogReg-IRL
Logistic Regression-Based IRL (LogReg-IRL) [Uchibe 17]
LMDP (4)
(5) (6) (7)

N̄
N∗

log
p∗ (s)

p̄ (s)
= f(s) + log

N̄

N∗ (6)

log
p∗ (

s, s′
)

p̄ (s, s′)
= f(s) − q(s) − γV (s

′
) + V (s) + log

N̄

N∗ (7)

LogReg-IRL [Cox 58]

LogReg[Bickel 07]

f(s) q(s) V (s)

4.

LogReg-IRL

LogReg-IRL

(s, s′) q(s)

V (s) LogReg-IRL

2

DDPG

3 (8)

LogReg-IRL

[Uchibe 17]

r(s) = q(s) + γV (s′)− V (s) (8)

5.

5.1
TORCS 79

1

31

steering 1

0.3G

X

3:

1: TORCS

angle [−π,+π] [rad]

gear −1, 0, 1, 2, 3, 4, 5, 6 -

rpm [0,+∞) [rpm]

speedX [−∞,+∞] [km/h] X

speedY [−∞,+∞] [km/h] Y
speedZ [−∞,+∞] [km/h] Z

track1-19 [0, 200] [m]

4)

trackPos [−1 + 1] -

wheelSpinVel [0,+∞] [rad/s]

z [−∞,+∞] [m]

Y

0.3G

[ 99]

5.2
[ 18] DDPG

10 ±0.01

±0.2 100

5 6

0.3G

4: track (19 )
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5.3

LogReg-IRL f(s), q(s), V (s)

LogReg-IRL DDPG

7

0.3G

0.01G

6.

6.1 LogReg-IRL
LogReg-IRL

f(s)
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7:

2:

80131 444 80575
52474 141963 194437

132605 142407 275012

3:

80.76%

60.43%

99.45%

73.01%

F 75.18%

27.00%

0.55%

5.2 LogReg-IRL

f(s)

2

• (Accuracy) Pac · · ·

• (Recall) Pre · · ·

• (Precision) Ppr · · ·

• (Specificity) Psp · · ·

• F (F-score) f · · ·
• Pb̄ · · ·

• Pπ̄ · · ·

F

2

3

6.2 q(s)
(8) q(s)

s q(s)

∂q(s)/∂s

8

Z speedZ

track10
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speedZ

Z

10

track9 track11 19

S

600m

7.

0.3G

q(s)

LogReg-IRL

[Lillicrap 15] Lillicrap, T. P., et al. (2015) ”Continuous con-

trol with deep reinforcement learning.” arXiv preprint

arXiv:1509.02971.

[Wymann 00] Wymann, B., Espie, E., Guionneau, C.,

Dimitrakakis, C., Coulom, R., and Sumner, A.

(2000) ”TORCS, the open racing car simulator.”

http://torcs.sourceforge.net

[ 99] , , . (1999) ”

.” , p.54.

[Todorov 07] Todorov, E. (2007) ”Linearly-solvable

Markov decision problems.” Advances in neural

information processing systems.

[Uchibe 17] Uchibe, E. (2017) ”Model-Free Deep Inverse

Reinforcement Learning by Logistic Regression.” Neu-

ral Processing Letters.

[Cox 58] Cox, D. R. (1958) ”The Regression Analysis of Bi-

nary Sequences.” Journal of the Royal Statistical So-

ciety. Series B (Methodological), 215-242.

[Bickel 07] Bickel, S., Brückner, M., Scheffer, T. (2007)

”Discriminative Learning for Differing Training and

8: s q(s)

Test Distributions.” In Proceedings of the 24th inter-

national conference on Machine learning (pp. 81-88).

ACM.

[ 18] , , . (2018) ”

.” 2018

.
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– –
Linear function approximation of Cognitive Satisficing Function

– To Cope with Contextual-bandit Problem –

∗1∗2
Kono, Yu

∗1
School of Science and Engineering, Tokyo Denki University

∗2
DeNA, Co., Ltd.

Both recommendation and foraging behavior of animals are aiming to maximizing rewards through trial and error.
By contrast, Maximizing reward is difficult in a complex actual world that is extremely complicated. So, The
decision-making agents is considered to give priority to whether or not to achieve a specific purpose. In addition,
they aim to achieve the desire level with as little information as possible. The decision-making tendency where is
owned intelligent lives is called “satisficing”. The RS algorithm to make choices for “satisficing” was focused in
this paper, further LinRS adapted to linear approximation function was devised so that the scope of the problem
is expanded to be more widely applicable. In consequence, RS became enabled to cope with the contextual-bandit
problem where has application examples such as advertisement delivery. Moreover LinRS compared with familiar
existing selection algorithms in simulation. The linear function approximation of LinRS realized in this study is
the first step to apply a fast and efficient search algorithm by using RS that emphasizes achievement of purpose to
deep reinforcement learning.

1.

[Sutton 98]

“

”×“

”

[Mnih 15]

“ ”

[ 16]

:

yu.kono.02@gmail.com

(Risk-sensitive Satisficing Value Function: RS)

(RS )[ 16]

RS

RS

LinRS (Linear RS)

LinRS

2.

( )

,

{p1, p2, . . . , pk} {a1, a2, . . . , ak}

1 0

( ) ( )

.

(

)

“ ”

{a1, a2, . . . , ak}

( s)

d xs,a

1
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( )

regret

regret

Upper Confidence Bound (UCB)

Thompson Sampling (TS) [Agrawal 12] regret

LinUCB[Li 10]

LinTS[Agrawal 13]

3. RS

(Risk-sensitive Satisficing Value Function: RS)

[ 16]

eRS
a = naδa = na(ea − ℵ) (1)

na a ,

ea a ( )

s As eRS
a

a RS

( RS RS

) RS (maxa ea < ℵ)
na

(maxa ea > ℵ)
na

3.1
ℵ pfirst

psecond
ℵ

ℵopt ℵopt RS RS-OPT

ℵopt =
pfirst + psecond

2
(2)

ℵopt

ℵ0

4

ℵ = ℵ+ α(ea − ℵ) (3)

pfirst < ℵ < psecond (4)

3 ℵ aselect = afirst

psecond 4

3 4

[ 18]

TS regret

[ 18]

ℵ = ∞
ℵ > maxa E ℵ

softmax

4. LinRS

RS

UCB TS LinUCB

LinTS Liner RS (LinRS)

4.1
LinRS a d× d

Aa d ba ma

xs,a step

rs,a step a

0 or 1 us,a step

a

1

Aa = I +

t∑
s=1

xs,ax
T
s,a (5)

ba =

t∑
s=1

xs,ars,a (6)

ma =

t∑
s=1

xs,aus,a, us,a =

{
1 (a = aselect)

0 (otherwise)
(7)

ba ma 0

Aa I

4.2
ba Aa xs,a

θ̂Ta xs,a

ma Aa φ̂T
a xs,a

ℵs

1

RS fRS
a ( 10)

θ̂a =
( t∑
s=1

xs,ax
T
s,a

)−1
t∑

s=1

rs,axs,a

= A−1
a ba (8)

φ̂a =
( t∑
s=1

xs,ax
T
s,a

)−1
t∑

s=1

ns,axs,a

= A−1
a ma (9)
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fRS
a = φ̂T

a xs,a(θ̂
T
a xs,a − ℵs) (10)

LinRS step fRS
a

a

aselect = arg max
a

φ̂a(f
RS
a ) (11)

4.3 3
LinRS RS ℵopt

step

3 2

4.3.1

ℵs step

4.3.2

3

step

ℵ̂s ← (1− α)ℵs + αmax
a

(θ̂a
T
xs,a) (12)

LinRS Adaptive LinRS

(AdaptiveLinRS)

4.3.3

( 12)

xs,a

Aa ba C

d ℵs

α 12

3 3 α

(1 step )

C ← (1− α)C + αxs,ax
T
s,a (13)

d ← (1− α)d+ αmax
a

θ̂a (14)

ℵ̂s = (C−1d)Txs,a (15)

LinRS Adaptive State

LinRS ( StateLinRS)

5.

github

python

[contextual bandit original source] step

16 16

, step

10,000 steps 1,000

regret

step

5.1
step x step 0, 1

η μ = 0

σ = 0.01

η = σ × I (16)

ps,s η

x step 0 0.1

N (0, 0.1) ε

ps,a = sigmoid(xT
s,aη + ε) (17)

5.2 regret
regret ( 18)

Regret step

regret

regret =

t∑
s=1

(max ps,a − ps,aselect) (18)

5.3
LinRS

LinUCB LinTS

LinRS 3 ℵ

ε-greedy

ε 1− ε

(greedy )

ε = 0.1

LinUCB

UCB

α

α = 0.1

LinTS

TS

TS beta

LinRS LinUCB Aa

ba
Aa σ2

σ = 0.1

LinRS ( )

ℵ = {0.8, 1.0, 1.2, 1.6, 2.0}

1.0 RS

ℵ > maxa θ̂a ℵ

AdaptiveLinRS

α = 0.1

StateLinRS

α = 0.1
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1: 16 16 regret

5.4
1 regret 10,000 step

LinRS LinUCB LinTS ε-greedy

regret ℵ =

{0.8, 1.0, 1.2}
regret

step regret

regret

ℵ = {0.8, 1.0, 1.2}
regret RS

max pa
regret

AdapticeLinRS

LinUCB LinTS

regret

t

StateLinRS LinUCB

regret

StateLinRS

6.

RS

step

ℵ

regret
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[ 18] , ,

, 2018 32

(2018).

[ 16] , ,
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General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: voice and communication
Chair:Masanori Tsujikawa Reviewer:Jun Sugiura
Thu. Jun 6, 2019 1:50 PM - 2:30 PM  Room N (Front-right room of 1F Exhibition hall)
 

 
Multilingual Imputation Using Transfer Learning for Estimating
Emotion from Speech 
〇Koichi Sakaguchi1, Shohei Kato1,2 （1. Dept. of Computer Science and Engineering,

Graduate School of Engineering, Nagoya Institute of Technology, 2. Frontier Research

Institute for Information Science, Nagoya Institute of Technology） 

 1:50 PM -  2:10 PM   

Development of Open-source Multi-modal Interaction Platform for
Social Experiment of Conversational User Interface 
〇Akinobu Lee1 （1. Nagoya Institute of Technology, Japan） 

 2:10 PM -  2:30 PM   



Multilingual Imputation Using Transfer Learning for Estimating Emotion from Speech

∗1
Koichi Sakaguchi

∗1∗2
Shohei Kato

∗1
Dept. of Computer Science and Engineering, Graduate School of Engineering, Nagoya Institute of Technology

∗2
Frontier Research Institute for Information Science, Nagoya Institute of Technology

Recently, vocal communication robots attract people thanks to development of AI and robot engineering. The
technology of estimating emotion from speech is important to realize a smooth dialog between human and robots.
This technology needs a large number of emotional speech data, but it is difficult to collect such data a lot. We
investigated the effectiveness of multilingual imputation by transfer learning using 1D convolutional bidirectional
LSTM. In this paper, we report the result. The result is suggested that increasing the number of languages of
emotional speech learned may exceed the performance of the model learned insufficient emotional speech in single
language.

1.

AI

Support Vector Machine SVM

[ 08]

[Dario 16] [George 16]

Ekman[Ekman 75]

2.

2.1
1

Long Short Term Memory LSTM

: 466-8555

sakaguchi@katolab.nitech.ac.jp

STFT 2

STFT 882

441 200

N×200 N

5kHz (22.05kHz)

5kHz N=101

N=442 z-score

1 1

LSTM

5

2.2 1 LSTM

1 LSTM

1 LSTM 1

LSTM 3 1 1

LSTM

LSTM

LSTM

1

categorical crossentropy

Nesterov accelerated gradient(NAG)[Nesterov 83]

0.01 epoch 1e−6

momentum 0.9

2.3

2

1 LSTM

( ) ( ) ( )

8:2

2

1
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1: 1 LSTM

:N×200

22.05kHz:N=442 5kHz:N=101

1 :(4,1) × 16

:ReLu

2 1

1 :2 2

:0.25

3 1

2 :2 2

LSTM :512×2

:0.5 :tanh

1 :100

:ReLU , :0.25

2 :softmax

l1l2 :(0.01,0.01)

:(5,1)

2:

:100 × N

1 :100

:ReLU

2 :softmax

l1l2 :(0.01,0.01)

:(5,1)

100

100

( ) ( ) ( )

2

1 LSTM

1 ( )

( ) ( )

200

3.

3

3 5

CD 44.1kHz

48kHz

44.1kHz

3.1

(OGVC)[ 13]

4

( 2 2 ) 9 (

1: ( )

3:

240 100 192

252 100 192

252 100 192

240 100 192

288 100 192

1272 500 960

)

3.2
Cho [Cho 09]

TV

2

5 ( )

3.3

RAVEDESS[RAVEDESS 18] 24

( 12 12 ) 8 (

)

4.

CD

44.1kHz 0 22.05kHz

20 20kHz
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4: (F )
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0.346 0.347
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7: ( )

( ) ( ) (F )

( ) ( ) ( )
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0.498 0.344 0.284 0.380

0.571 0.484 0.495 0.540

0.524 0.384 0.354 0.374

0.392 0.350 0.374 0.384

0.468 0.346 0.342 0.366
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0.586 0.412 0.369 0.392
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F F
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5.3
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6.
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5 3

5
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0.423 0.412 0.344 0.437
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0.327 0.102 0.070 0.128

0.472 0.374 0.340 0.428

0.595 0.519 0.505 0.519

0.443 0.365 0.334 0.378

[Dario 16] Dario Bertero et al, Real-Time Speech Emotion

and Sen-timent Recognition for Interactive Dialogue

Systems Proceedings of the 2016 Conference on Em-

pirical Meth-Ods in Natural Language Processing ,

pp. 1042-1047

[George 16] George Trigeorgis et al, Adieu features? end-

to-end speech emotion recognition using a deep convo-

lutional recurrent network in Proceedings of IEEE In-

ternational Conference on Acoustics, Speech and Sig-

nal Processing (ICASSP). IEEE, 2016, pp. 5200-5204.

[Ekman 75] Ekman, P. and Friesen, W. V.” Unmasking the

Face,Prentice-Hall” ,1975

[Nesterov 83] Nesterov, Y. (1983). A method for uncon-

strained convex minimization problem with the rate

of convergence o(1/k2). Doklady ANSSSR (translated

as Soviet.Math.Docl.), vol. 269, pp. 543-547.

[RAVEDESS 18] Livingstone SR, Russo FA (2018) The

Ryerson Audio-Visual Database of Emotional Speech

and Song (RAVDESS): A dynamic, multimodal

set of facial and vocal expressions in North

American English. PLoS ONE 13(5): e0196391.

https://doi.org/10.1371/journal.pone.0196391.

[ 08] ,”
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[ 13] , ,

” 2013

, 1-P-46a, pp. 385-388, 2013.
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MMI  

Development of Open-source Multi-modal Interaction Platform 
for Social Experiment of Conversational User Interface 

 
Akinobu Lee 

 
Nagoya Institute of Technology, Japan 

A development of a multi-modal interaction platform for Social experiment of conversational user interface is proposed. In 
order to go over the simple spoken language interaction systems such as voice assistants, it is necessary to elucidate various 
factors of rich interactions quantitatively via thousands of wide variety of actual interaction data from users. The proposed 
system is based on a voice interaction building toolkit MMDAgent, adding some features to promote a testbed for social 
experiment and data collection of speech interaction system on cloud environment.  It includes facilities for system distribution 
and management, collection of interaction log and speech data, and easy connection with cloud-based chat system. The beta 
version of the software is available, and it will be released as open-source software to promote wider use for various speech-
based conversational user interface.  

1.  

Web 

 

CG

 

UI

  

MMDAgent 
MMDAgent

Android, 
iOS OS Win/Mac/Linux

 MMDAgent 
 

2. MMDAgent 
MMDAgent

MMDAgent 
[1]

BSD
2010 1.0 2016

1.7 14
[2]  

MMDAgent

MMDAgent
Web

2018 12
1.8

JST CREST uDialogue  (2011—2017) 
uDialogue MMDAgent 

[3]  
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MMDAgent Julius Open JTalk
, Flite+HTS Engine

3D

MikuMikuDance
3D

FST  

3.  

UI

 MMDAgent
[4]

OS

1  

3.1  
URL

Web URL
3D

URL
URL  “mmdagent://…” 

 

 

3.2  

MMDAgent 

FST

ID
 

Apache Kafka 
Web

2  2011
LinkedIn  Twitter 

Web

POST Web

 

3.3  
Apache Kafka consumer

Kafka

 

3.4  

IFTTT

GitHub

 

4.  

Pocket MMDAgent [5]
Android, iOS OS

 

5.  
80%

UI Unity

 

 

 
[1] A. Lee, K. Oura, K. Tokuda: MMDAgent - A fully open-

source toolkit for voice interaction systems, IEEE ICASSP, pp. 
8382-8385, 2013. 

[2] http://www.mmdagent.jp/ 
[3] http://www.udialogue.org/ja/encyclopedia-ja 
[4] :

MMDAgent
2-2-8 2019. 

[5] Pocket MMDAgent (beta): https://mmdagent.lee-lab.org/ 
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 JSAI2019 

General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: applications to industries
Chair:Masanori Tsujikawa Reviewer:Tomoya Yoshikawa
Thu. Jun 6, 2019 3:50 PM - 4:50 PM  Room N (Front-right room of 1F Exhibition hall)
 

 
Measurement of growing situation of agricultural crops on FPGA-
mounted drone using Circle SSD 
〇Takuma Yoshimura1 （1. poco-apoco Networks Co.Ltd.） 

 3:50 PM -  4:10 PM   

Prediction of Favorability Rating on Beer-Can Package Designs Using
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Circle SSD FPGA  
Measurement of growing situation of agricultural crops on FPGA-mounted drone using Circle SSD 

     *1 
Takuma Yoshimura 

*1  
poco-apoco Networks Co. Ltd. 

In this paper, we report the optimization method for the case of introducing SSD which is one of the object detection models 
to the drones for the purpose of measuring the growth situation of agricultural crops as viewed from a bird's eye viewpoint. We 
have adopted a “Separable Convolution” and introduced “Circle SSD” which uses circular shape as a detection frame as an 
optimization method. As a result of the optimization, the F-measure 0.67 was realized with 14770 convolution params, and the 
object detection could be realized with limited calculation resources on the drone.
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 2   CNN Circle SSD  

 Type inCh outCh K S W H params 
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Prediction of Favorability Rating on Beer-Can Package Designs Using Convolution Neural Network 
and Visualization by Class Activation Mapping. 

*1 *1 *2 *2  
Hiroyuki Shinohara                Tatsuji Ishiguro                    Shunsuke Nakamura                  Toshihiko Yamasaki  

 *1  *2  
 Kirin Company, Limited The University of Tokyo 

A quantitative survey of favorability rating by multiple panels is the main method to decide package designs. However, it is 
expensive and there is a limitation in the number of designs that can be subjected to a single survey. Therefore, this study 
aims at predicting the panel evaluation from the past survey results by a convolution neural network and visualize the 
important features by Grad-CAM. As a result, it has been made possible to give prescreening test to package design and 
suggestions of important features to the designers. 
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Conversion of Floor Plan Images to Graph Structures using Deep Learning
and Application to Retrieval

Mantaro Yamada Xueting Wang Toshihiko Yamasaki Kiyoharu Aizawa

The University of Tokyo

The purpose of this research is to automatically convert real estate floor plan images into graph structures that
reflect the floor plans. In order to do this, we recognize each room or door in the images with semantic segmentation
using deep learning, and create graph structures based on their adjacencies. By this proposed method, it was
confirmed that floor plan images could be converted to the graphs with the similarity of 81% with the ground truth
graphs. Representing floor plans as structured representations–graph structures– makes it easy to compare and
evaluate floor plans, and even search, and is expected to be applied to any systems that handles floor plans.

Fig. 1: [1]

1.
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Table 1:
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4.1 Semantic segmentation
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Explainable Compromising Algorithm
based on Constraint Relaxation for Automated Negotiating Agents

∗1,∗2
Shun Okuahra

∗1
Takayuki Ito

∗1
Dept. of Computer Science, Nagoya Institute of Technology

∗2
School of Health Sciences, Fujita Health University

This paper presents an explainable concession process based on constraint relaxation in multi-agent negotiation.
Automated negotiation has been studied widely and is the promising technology for the future smart city where
multiple heterogeneous agents, like driver-less cars, are conflicting and collaborating. There are a lot of studies
on negotiating agents including international competitions. The problem is that most of the proposed negotiating
agents employ ad-hoc conceding process, where basically they are adjusting threshold to accept their opponents
offers. Because it is just adjusting a threshold, it is very difficult to show how and what the agent conceded even
after agreement. In this paper, we propose an explainable concession process by using a constraint relaxation
process. Here, an agent changes its belief not to believe some constraint so that he/she can accept its opponent
offer. Our experimental results demonstrate that our method can work effectively.
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An allocation strategy with deep reinforcement learning for efficient task processing in multi
agent system
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In this study, it was considered how to make matching between task required resource and member capability
that will be applied into multi-agent systems. Supported by Reinforcement Learning strategy with deep Neural
Network technique, a modern solution was conducted accompanied with standard baseline methods and evaluated
from several suggestive viewpoints. According to the numerical experiments, it is elucidated that RL strategy has
some advantages when targeting on both execution time duration and accuracy of combination matching.
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rs E = {0, 3, 4, · · · , k′} ,
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rM1 , rM2 , · · · , rMn
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, rM
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.
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2.1.3 NeuralNetwork Architecture

NeuralNetwork ,
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Perceptron) . leaky relu ,
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Omoiyari as Filling Gaps Making Collective Adaptation

1∗ 1 1 1

Yoshimiki Maekawa1 Fumito Uwano1 Eiki Kitajima1 Keiki Takadama1

1

1 The University of Electro-Communications

Abstract: To make each person adapt human society and build a consensus, we focus on Japanese

Omoiyari as filling psychological and numerical gaps among people. Concretely, we employed the

cross-cultural game ”Barnga” whose the four players have to build a consensus and determine

a winner, and proposed gesture marks in the Barnga. The gesture marks are the panels which

can express happy, angry, sad, and surprise. Each player can make other players recognize the

gaps among players, and behave with the Omoiyari. To validate the effect of the gesture marks,

we experiment on Barnga with the gesture marks and original Barnga. By analyzing the subject

experiments on the Barnga, we derive that: 1) the players can recognize the gaps by the gesture

marks; 2) the gesture marks contribute to make the players adapt the community and build a

consensus.

1

Human-Agent Interaction: HAI [1]

[2][3]

[4]

∗
182-8585 1-5-1

E-mail: maekawa.yoshimiki.1119@cas.lab.uec.ac.jp

2
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3

[5]

Barnga

A 7 28

1

4 Barnga 1

Barnga

4

1

Barnga

5

Eind

Oind

1:

Eind

Eself

Eother Eind

Eind =
Eself − Eother

max(Eself , Eother)
(1)

Oind

1

Fother Ngame

Oind

Oind =
Fother

Ngame
(2)

Eind Oind

θO θO
Oind

0 < Eind Oind < θO

0 < Eind

θO < Oind

Eind < 0
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6.3 S

S 1

2 S

1:
S

1 0.76

2 0.67

3 0.53

4 0.46

2:
S

1 0.53

2 0.63

3 0.62

4 0.60
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Multi-agent maximum discounted causal entropy
Estimation of agent’s rewards with multi-agent maximum discounted causal entropy

inverse reinforcement learning

Keiichi Namikoshi Sachiyo Arai

Graduate School of Science and Engineering, Chiba University

We propose a entropy-base multi-agent inverse reinforcement learning method for constructing a multi-agent
simulation. By using multi-agent inverse reinforcement learning, we can estimate the agent’s behavior rule and the
reward reflecting the purpose of the agent. In this paper, we extend mximum discounted causal entropy to markov
game environment. Experimental results showed that the proposed method can estimate valid reward at small grid
world.

1.

(MAS) MAS

MAS

[Namikoshi 18]

Markov

game

infinit-

horizon Maximum dis-

counted causal entropy Markov game

2

GridWorld Nash

:

1-33

acka2158@chiba-u.jp

2.

Markov game(MG) < N ,S, {An}n∈N , T, {Rn}n∈N >

N (|N | ≥ 2) S
An n

T : S × A1 × · · · × A|N| × S → [0, 1] Rn :

S × A → R n

n an ∈ An

a ∈ A s ∈ S

MG\{Rn}n∈N

D =

{{st, at}tdt=0}Dd=1 {Rn}n∈N
D

T

πE

3.

3.1
(Imitation Learning)

Behavioral

Cloning

(IRL: Inverse

reinforcement learning)

ill-posed

IRL Reward

learning Policy

learning Reward learning

[Ng 00, Abbeel 04]

[Ziebart 10, Zhou 18]

Policy learning

[Ho 16]

1
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3.2
1 (MAIRL: Multi-

agent IRL) MAIRL

1:

Reward Objectives
structure Max-margin Max-entropy others

homogeneous [Šošić 17]

zerosum
[Lin 18]

[Wang 18]

others

[Natarajan 10] [Ziebart 10] [Le 17]

[Reddy 12] [Bogert 18]
[Song 18]

[Šošić 17] swarm system homogeneous

[Lin 18, Wang 18]

MAIRL

Markov game [Natarajan 10, Reddy 12]

[Ng 00] MAIRL [Natarajan 10]

[Reddy 12]

Inner-Loop

Nash Nash Q-learning

[Ziebart 10, Bogert 18]

MAIRL [Ziebart 10]

Maximum causal entropy IRL 3

pursuit-evasion [Bogert 18]

(Occlusuion)

MAIRL finit-horizon

[Le 17, Song 18]

Policy learning

f θ

[Ziebart 10, Bogert 18] infinit-horizon

4.

4.1
Maximum discounted

causal entropy IRL[Zhou 18]( MDCE IRL )

Markov game Multi-agent MDCE IRL( M-

MDCE IRL ) (1) (5) M-

MDCE IRL

max
πt,t≥0

∑
n∈N

Hπt,n,πE
−n

(πt,n) (1)

s.t. fn,πE = fn,πt,n,πE
−n

∀n ∈ N , t ≥ 0 (2)

πt,n(an|s) ≥ 0 ∀an ∈ An, s ∈ S, n ∈ N , t ≥ 0 (3)∑
an∈An

πt,n(an|s) = 1 ∀s ∈ S, n ∈ N , t ≥ 0 (4)

πt,n(an|s) = πt′,n(an|s) ∀s ∈ S, an ∈ An, n ∈ N , t, t′ ≥ 0

(5)

(1) i

(6) (2) (7)

(3) (5)

fn : S × A → R
k n

fn

Hπt,n,πE
−n

(πt,n) = E

[ ∞∑
t=0

−γt log πt,n (At,n|St)

]
(6)

fn,πn,π−n
=

∞∑
t=0

γt
E [fn (St, At)] (7)

π (At|St) =
∏
n∈N

πn (At,n|St) (8)

4.2 Single-agent
M-MDCE

Inner-

Loop M-MDCE Multi-agent

M-MDCE

Single-agent

M-MDCE

max
πt,t≥0

∑
n∈N

Hπt,n,πE
−n

(πt,n) + θn(fn,πE − fn,πn,πE
−n

)

s.t. πt,n(an|s) ≥ 0 ∀an ∈ An, s ∈ S, n ∈ N , t ≥ 0∑
an∈An

πt,n(an|s) = 1 ∀s ∈ S, n ∈ N , t ≥ 0

πt,n(an|s) = πt′,n(an|s) ∀s ∈ S, an ∈ An, n ∈ N , t, t′ ≥ 0

Single-agent MDCE IRL[Zhou 18]

MDCE IRL Multi-

agent

n

πE
−n

πE
−n π̃−n

Algorithm 1

iteration

Ñ
MDCE IRL θn

Soft Q-Learning[Zhou 18]

πn π̃−n πE
−n

Algorithm 1 Multi-agent MDCE

Input: Markov Game\{Rn}n∈N
Input: Expert trajectories D
Output: reward weight {θn}n∈N

Initialize policies {πn}n∈N and {θn}n∈N

1: for iteration = 1, 2 . . . do
2: Ñ ← Selector(N )

3: θn ← MDCE(Dn, π̃−n) ∀n ∈ Ñ
4: πn ← SoftQ(θn, π̃−n) ∀n ∈ Ñ
5: π̃n ← Completation(πn,D) ∀n ∈ Ñ

2
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1

2

1 Cyclic

Cyclic 1

Parallel Parallel

(a) Cyclic (b) Parallel

1: |N | = 2 i −
1, i, i+ 1 iteration

MDCE IRL θ πθ

(9) (10) Soft Bellman

[Zhou 18] softmaxa∈AQsoft
θ (s, a) =

log
∑

a∈A exp
(
Qsoft

θ (s, a)
)

Algorithm 2 TD-base Soft Q-Laerning

1

Qsoft
θ (s, a) = θ�f(s, a) + γ

∑
s′∈S

T (s′|s, a)V soft
θ (s′) (9)

V soft
θ (s) = softmaxa∈AQsoft

θ (s, a) (10)

π (a|s) = exp
(
Qsoft

θ (s, a)− V soft
θ (s)

)
(11)

Algorithm 2 Soft Q-Learning

Input: reward weight θn, explore policy π, other agent’s

policy π̃−n

1: for t = 0, 1, 2, · · · do

2: Generate sample (st, at, st+1) from π, π̃−n

3: Qsoft
n (st, at,n) ← Qsoft

n (st, at,n) + ηt (st, at,n) ·
4:

[
θ�n fn (st, at) + γV soft

n (st+1)−Qsoft
n (st, at,n)

]

5.

5.1
2 3 3

GridWorld 2

(S1, S2) G step

(a) GW1 (b) GW2

2: 1, 2

s1, s2 g1, g2

A1 = A2 = {up, down, right, left}
1step

2

GW2

1 S1, S2 up

1/2

Nash

2

+100

−1 Nash

[Hu 03]

50

100 (7)

0 iteration

0.1 MDCE IRL 100

Inner-Loop Soft Q-Learning 100episode

L2

5.2
GW1 10 3

4 3 Cyclic 4

Parallel iteration

0 GW1

iteration

Cyclic Paralell

π̃n πE
n

M-MDCE IRL

5 GW2 Cyclic GW2

Parallel

5 ( 6)

3
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3: GW1 Cyclic

4: GW1 Parallel

6.

MAS

MAIRL

infinit-horizon Markov game

MAIRL

3x3 GridWorld

[Abbeel 04] Abbeel, P. and Ng, A. Y.: Apprenticeship Learn-
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Construction of Dataset for Feature Extraction Performance Evaluation using Aerial Photographs 

 *1         *1     *1     *1 
Hiroyuki Ohno       Ryo Endo Takayuki Nakano   Masako Shinoda  

 *1  
Geospatial Information Authority of Japan 

Several datasets are known as datasets for feature extraction. However, they are targeted to outside Japan and are not 
necessarily dataset with high regional diversity. Therefore, it is not suitable as an evaluation dataset for feature extraction in 
mapping performed as survey in Japan. So, we carried out this research with the aim of enabling the evaluation of feature 
extraction performance for high regional diversity and aerial photograph actually used in mapping in Japan. As a result, a 
dataset for evaluation was constructed using aerial photographs of 1328 regions taken in Japan since 1967. Furthermore, we 
compared the evaluation value of the prediction result using our dataset with that using the existing dataset using pix2pix and 
U-Net, and concluded that our dataset can perform sufficiently reliable evaluation. 
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Slime detection during pile construction using machine learning 

 *1 *1  *1 
 Sohei Arisaka Yuki Tamagawa Kojiro Takesue 

*1  
Kajima Corporation 

During pile construction, an inspection is needed to check absence of bottom slime which leads to settlement and inclination 
of structures. A conventional method for slime detection is dependent on individual judgement known by a sense of a hand. 
Therefore, there are some problems in terms of reproducibility and quantification. In order to solve these problems, we are 
studying a new method for slime detection using measured tension data. In this paper, we applied machine learning to judge 
whether slime exists or not from the tension data. Among 6 algorithms we compared, 1-dimendional Convolutional Neural 
Network achieved the best performance at 93% accuracy. According to this result, we verified that machine learning is effective 
for the slime detection. 
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The optimization and comparison of methods for the Air foil design using Deep Reinforcement Learning. 

 *1 *1 
 Hitoshi Hattori Kazuo Yonekura 

*1 IHI 
IHI Corporation 

 When designing turbomachinery such as jet engines and superchargers, CAE is indispensable technology. In order to 
generate  high performance shapes, the optimization methods such as response surface methodology and genetic algorithm 
has been used for design  . However, these methods require many iterative calculations. When searching for a high 
performance shape against multiple flow conditions, it is necessary to repeat  analysis every time the flow conditions are 
changed, which lengthens the design time. In this paper, to shorten this design time, we propose a new design method using 
deep reinforcement learning and compare of methods. 
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Application of Gradient Booting regression toward the Computational Fluid Dynamics in the 

Manufacturing industry 

*1 *1 *1 
Yutaro Ogawa Takuya Shimizu Toshiaki Yokoi 

*1  
INFORMATION SERVICES INTERNATIONAL-DENTSU, LTD. 

Abstract: A faster calculation of MPS (Moving Particle Semi-implicit) method which is a computational fluid dynamics in 
the Manufacturing industry is proposed. Proposed method surrogates the semi-implicit part of MPS by the Gradient boosting 
regression trees using 10 original features as inputs. Finally, we confirmed that the qualitative properties of the proposed 
method coincide with the conventional MPS method by simulations of the dam-break problem.  
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ETC2.0  
Traffic anomaly detection using ETC2.0 probe data 

     
 Atsuki Masuda Masaki Matsudaira 

   
Corporate R&D Center, Corporate Infrastructure Group, Oki Electric Industry Co., Ltd. 

Abstract: Detecting traffic anomalies such as accidents and obstacles on freeways is one of serious problem for traffic 
management. Previous researches are almost based on vehicle detectors to get traffic velocity and quantity, and therefore not 
able to detect the detailed location of traffic anomaly. In this paper, we present the algorithm for detecting automatically 
traffic anomalies using ETC2.0 probe data. Our algorithm is based on distances from head position of traffic congestion to 
recovered speed position, which is calculated from velocity of probe data. The result of evaluating the algorithm is very 
accurate, that precision is 94.3% and recall 89.2%. 
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Design method for high efficiency drone highway network

*1

Masatoshi Hamanaka

*1

RIKEN

Abstract: This paper describes the design method for drone highway network to eliminate the risk of conflict between Drones 
and make it fly with high efficiency. Many flight path designing methods have been proposed, however a designing method 
for drone highway network that raises the overall flight efficiency has not been proposed.  We optimize each path using ant 
colony optimization and optimize the position of the terminal connecting the paths using particle swarm optimization. 
Experimental results show that the proposed method improves flight efficiency.
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Classification for time-sequence data appeared in shift control of automobile automatic
transmission

∗1
Yusuke Morikawa

∗1
Yasuhiro Ishihara

∗1
Takanori Ide

∗1
Eiji Moriyama

∗1
Taku Akita

∗2
Yasuo Tabei

∗3
Takehito Utsuro

∗2
Hiroshi Nakagawa

∗1 ( )
Aisin AW Co., Ltd.

∗2
RIKEN, Center for Advanced Intelligence Project

∗3
Fclty. Eng, Inf. & Sys, Univ. of Tsukuba

The automatic transmission is a transmission that automatically changes gear according to an optimal gear
step decided based on driver s accelerator/brake operation, vehicle speed, etc. Since the quality of a changing
gear of automatic transmission, we call shift feeling, has a great influence on riding comfort of the automobile,
the parameters of control program are adjusted to improve the shift feeling at the development site. We call this
adjustment work calibration. In the process of calibration, there is a process of identifying occurring phenomena in
the time-sequence data and selecting the cause and countermeasures. Because this task takes large man-hours, it is
very efficient if this task becomes automatic. Therefore, at the first step, in order to automate identification of the
occurring phenomena, we built classifier of the time-sequence data using SVM. The experimental result suggests
that the proposed identification system is promising directions for actually used identification system.
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