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Room B

International Session | International Session | [ES] E-2 Machine learning

Machine learning: image recognition and

generation

[3B3-E-2]

Chair: Masakazu Ishihata (NTT)
1:50 PM - 3:30 PM  Room B (2F Main hall B)

Design a Loss Function which Generates a

Spatial configuration of Image In-

betweening

〇Paulino Cristovao1, Hidemoto Nakada1,2,

Yusuke Tanimura1,2, Hideki Asoh2 （1. University

of Tsukuba, 2. National Advanced Institute of

Science and Technology of Japan (AIST)）

 1:50 PM -  2:10 PM

[3B3-E-2-01]

One-shot Learning using Triplet Network

with kNN classifier

〇Mu Zhou1,2, Yusuke Tanimura2,1, Hidemoto

Nakada2,1 （1. University of Tsukuba, 2. Artifical

Intelligence Research Center, National Institute of

Advanced Institute of Technology）

 2:10 PM -  2:30 PM

[3B3-E-2-02]

Cycle Sketch GAN: Unpaired Sketch to

Sketch Translation Based on Cycle GAN

Algorithm

〇Takeshi Kojima1 （1. Peach Aviation Limited）

 2:30 PM -  2:50 PM

[3B3-E-2-03]

Conditional DCGAN's Challenge: Generating

Handwritten Character Digit, Alphabet and

Katakana

〇Rina Komatsu1, Tad Gonsalves1 （1. Sophia

University）

 2:50 PM -  3:10 PM

[3B3-E-2-04]

Sparse Damage Per-pixel Prognosis Indices

via Semantic Segmentation

〇Takato Yasuno1 （1. Research Institute for

Infrastructure Paradigm Shift (RIIPS)）

 3:10 PM -  3:30 PM

[3B3-E-2-05]

International Session | International Session | [ES] E-2 Machine learning

Machine learning: social links[3B4-E-2]
Chair: Lieu-Hen Chen (National Chi Nan University), Reviewer:

Yasufumi Takama (Tokyo Metropolitan University)
3:50 PM - 5:30 PM  Room B (2F Main hall B)

Social Influence Prediction by a Community-

based Convolutional Neural Network

[3B4-E-2-01]

Shao-Hsuan Tai1, Hao-Shang Ma1, 〇Jen-Wei

Huang1 （1. National Cheng Kung University）

 3:50 PM -  4:10 PM

A Community Sensing Approach for User

Identity Linkage

〇Zexuan Wang1, Teruaki Hayashi1, Yukio

Ohsawa1 （1. Department of Systems Innovation,

School of Engineering, The University of Tokyo）

 4:10 PM -  4:30 PM

[3B4-E-2-02]

Learning Sequential Behavior for Next-Item

Prediction

〇Na Lu1, Yukio Ohsawa1, Teruaki Hayashi1 （1.

The University of Tokyo）

 4:30 PM -  4:50 PM

[3B4-E-2-03]

Application of Unsupervised NMT

Technique to Japanese--Chinese Machine

Translation

〇Yuting Zhao1, Longtu Zhang1, Mamoru

Komachi1 （1. Tokyo Metropolitan University）

 4:50 PM -  5:10 PM

[3B4-E-2-04]

Synthetic and Distribution Method of

Japanese Synthesized Population for Real-

Scale Social Simulations

〇Tadahiko Murata1, Takuya Harada1 （1. Kansai

University）

 5:10 PM -  5:30 PM

[3B4-E-2-05]

Room H

International Session | International Session | [ES] E-3 Agents

Agents: safe and cooperative society[3H3-E-3]
Chair: Ahmed Moustafa (Nagoya Institute of Technology),

Reviewer: Takayuki Ito (Nagoya Institute of Technology)
1:50 PM - 3:30 PM  Room H (303+304 Small meeting rooms)

An Autonomous Cooperative Randomization

Approach to Prevent Attacks Based on

Traffic Trends in the Communication

Destination Anonymization Problem

〇Keita Sugiyama1, Naoki Fukuta1 （1. Shizuoka

University）

 1:50 PM -  2:10 PM

[3H3-E-3-01]

Cooperation Model for Improving Scalability

of the Multi-Blockchains System

〇Keyang Liu1, Yukio Ohsawa1, Teruaki Hayashi 1

（1. University of Tokyo, Graduate school of

engineer）

 2:10 PM -  2:30 PM

[3H3-E-3-02]
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Effect of Visible Meta-Rewards on Consumer

Generated Media

〇Fujio Toriumi1, Hitoshi Yamamoto2, Isamu

Okada3 （1. The University of Tokyo, 2. Rissho

University, 3. Soka University）

 2:30 PM -  2:50 PM

[3H3-E-3-03]

Toward machine learning-based facilitation

for online discussion in crowd-scale

deliberation

〇Chunsheng Yang1, Takayuki Ito2, Wen GU2 （1.

National Research Council Canada, 2. Nagoya

Institute of Technology）

 2:50 PM -  3:10 PM

[3H3-E-3-04]

An automated privacy information detection

approach for protecting individual online

social network users

〇Weihua Li1, Jiaqi Wu1, Quan Bai2 （1. Auckland

University of Technology, 2. University of

Tasmania）

 3:10 PM -  3:30 PM

[3H3-E-3-05]

Room J

International Session | International Session | [ES] E-4 Robots and real
worlds

Robots and real worlds: Human

Interactions

[3J3-E-4]

Chair: Yihsin Ho (Takushoku University), Eri Sato-Shimokawara

(Tokyo Metropolitan University)
1:50 PM - 3:10 PM  Room J (201B Medium meeting room)

Automatic Advertisement Copy Generation

System from Images

〇Koichi Yamagata1, Masato Konno1, Maki

Sakamoto1 （1. The University of Electro-

Communications）

 1:50 PM -  2:10 PM

[3J3-E-4-01]

Eye-gaze in Social Robot Interactions

Koki Ijuin2, 〇Kristiina Jokinen Jokinen1, Tsuneo

Kato2, Seiichi Yamamoto2 （1. AIRC, AIST Tokyo

Waterfront, 2. Doshisha University）

 2:10 PM -  2:30 PM

[3J3-E-4-02]

A Team Negotiation Strategy that Considers

Team Interdependencies

〇Daiki Setoguchi1, Ahmed Moustafa1, Takayuki

Ito1 （1. Nagoya Institute of Technology）

 2:30 PM -  2:50 PM

[3J3-E-4-03]

Identity Verification Using Face Recognition[3J3-E-4-04]

Improved by Managing Check-in Behavior of

Event Attendees

〇Akitoshi Okumura1, Susumu Handa1, Takamichi

Hoshino1, Naoki Tokunaga1, Masami Kanda1 （1.

NEC Solution Innovators, Ltd.）

 2:50 PM -  3:10 PM
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Thu. Jun 6, 2019

Room A

General Session | General Session | [GS] J-13 AI application

AI application: enterprize and

management

[3A3-J-13]

Chair:Kazutoshi Sasahara Reviewer:Hiroto Yoneno
1:50 PM - 3:10 PM  Room A (2F Main hall A)

Study on the mechanism of occurrence of

quality spoofing by "Conjecture" "air" and

"water" using business game

〇HIROYASU SEITA1, Setsuya Kurahashi1 （1.

Tsukuba university ）

 1:50 PM -  2:10 PM

[3A3-J-13-01]

Detecting Technology Portfolios in the

Semiconductor Industry

〇Bohua Shao1, Kimitaka Asatani1, Ichiro Sakata1

（1. the University of Tokyo）

 2:10 PM -  2:30 PM

[3A3-J-13-02]

Relationships between mission statements

and protability in scal year 2016

(Preliminary Result)

〇Ryozo Kitajima1, Ryotaro Kamimura2, Hiroyuki

Sakai1, Kei Nakagawa3 （1. Seikei University, 2.

IT Education Center, Tokai University, 3. Nomura

Asset Management Co., Ltd.）

 2:30 PM -  2:50 PM

[3A3-J-13-03]

Influences caused by faultlines on the

organizational performance.

〇Fumiko Kumada1, Setsuya Kurahashi1 （1.

University of Tsukuba）

 2:50 PM -  3:10 PM

[3A3-J-13-04]

General Session | General Session | [GS] J-13 AI application

AI application: electrical power[3A4-J-13]
Chair:Takashi Onoda Reviewer:Yuiko Tsunomori
3:50 PM - 4:50 PM  Room A (2F Main hall A)

Evaluation of power consumption

estimation model based on household

information

〇Tomofumi Tahara1, Hideaki Uchida1, Hideki

Fujii1, Shinobu Yoshimura1 （1. The university of

Tokyo）

 3:50 PM -  4:10 PM

[3A4-J-13-01]

Optimization of Power Electric Supply Path

in Smart Grids

[3A4-J-13-02]

〇Takaya Ozawa1, Ei-Ichi Osawa1 （1. Future

University Hakodate）

 4:10 PM -  4:30 PM

Design and Preliminary Evaluations of

Multi-Agent Simulation Model for Electric

Power Sharing among Households

〇Yasutaka Nishimura1, Taichi Shimura2, Kiyoshi

Izumi3, Kiyohito Yoshihara1 （1. KDDI Research

Inc., 2. Kozo Keikaku Engineering Inc., 3. The

University of Tokyo）

 4:30 PM -  4:50 PM

[3A4-J-13-03]

Room C

General Session | General Session | [GS] J-9 Natural language processing,
information retrieval

Natural language processing, information

retrieval: creation and analysis of stories

[3C3-J-9]

Chair:Hiromi Wakaki Reviewer:Masahiro Ito
1:50 PM - 2:50 PM  Room C (4F International conference hall)

Novel Segmentation Method based on the

Distributed Representation of Sentences and

Analysis Method of Story Developments

〇Kiyohito Fukuda1, Naoki Mori1, Makoto Okada1

（1. Osaka Prefecture University）

 1:50 PM -  2:10 PM

[3C3-J-9-01]

Analysis of Four-scene Comics Story Dataset

based on natural language processing

〇Ryo Iwasaki1, Naoki Mori1, Miki Ueno2 （1.

Osaka Prefecture University, 2. Toyohashi

University of Technology）

 2:10 PM -  2:30 PM

[3C3-J-9-02]

Search for Similar Story Sentences based on

Role of Characters in order to Support and

Analyze Contents Creator's Ideas

〇Takefumi Katsui1, Miki ueno1, Hitoshi Isahara1

（1. toyohashi university of technology）

 2:30 PM -  2:50 PM

[3C3-J-9-03]

General Session | General Session | [GS] J-9 Natural language processing,
information retrieval

Natural language processing, information

retrieval: correction of documents

[3C4-J-9]

Chair:Yasutomo Kimura Reviewer:Yoko Nishihara
3:50 PM - 4:50 PM  Room C (4F International conference hall)

An Approach for Applying BERT to Sentence

Elimination Problem in English Exam

[3C4-J-9-01]



©The Japanese Society for Artificial Intelligence 

 Thu. Jun 6, 2019 General Session  JSAI2019

〇Hiromi Narimatsu1, Hiroaki Sugiyama1,

Genichiro Kikui2, Hirotoshi Taira3, Seiki Matoba3,

Ryuichiro Higashinaka1 （1. NTT Communication

Science Laboratories, 2. Okayama Prefectural

University, 3. Osaka Institute of Technology）

 3:50 PM -  4:10 PM

A consideration of word sense

disambiguation of company name utilizing

securities report

〇Hiroyuki Matsuda1, Kazuhiko Tsuda1 （1.

Graduate School of Business Sciences, University

of Tsukuba）

 4:10 PM -  4:30 PM

[3C4-J-9-02]

Misspelling Detection by using Multiple

Bidirectional LSTM Networks

〇Ryo Takahashi1, Kazuma Minoda1, Akihiro

Masuda2, Nobuyuki Ishikawa1 （1. Recruit

Technologies Co.,Ltd., 2. PE-BANK, Inc）

 4:30 PM -  4:50 PM

[3C4-J-9-03]

Room H

General Session | General Session | [GS] J-7 Agents

Agents: intelligence in/among robots[3H4-J-7]
Chair:Keisuke Otaki Reviewer:Hidekazu Oiwa
3:50 PM - 5:10 PM  Room H (303+304 Small meeting rooms)

Effect of Robot Anxiety on the Appearance

Tendency of Uncanny Valley

Kazuhiro Ikeda1, 〇Tomoko Koda1 （1. Osaka

Institute of Technology）

 3:50 PM -  4:10 PM

[3H4-J-7-01]

Strategyproof Mechanism with Agents

Grouping for Multi-Agent Pathfinding

〇Manao Machida1 （1. NEC）

 4:10 PM -  4:30 PM

[3H4-J-7-02]

A Fundamental Study of Region Allocation

for Mobile Robots Based on Constraint

Optimization and Decentralized Solution

Method

〇Toshihiro Matsui1 （1. Nagoya Institute of

Technology）

 4:30 PM -  4:50 PM

[3H4-J-7-03]

On the design of state value functions for

real-time continuous-state space multi-agent

decision making

〇Tomoharu Nakashima1, Harukazu Igarashi2,

[3H4-J-7-04]

Hidehisa Akiyama3 （1. Osaka Prefecture

University, 2. Shibaura Institute of Technology, 3.

Fukuoka University）

 4:50 PM -  5:10 PM

Room J

General Session | General Session | [GS] J-1 Fundamental AI, theory

Fundamental AI, theory: search and

application

[3J4-J-1]

Chair:Ichigaku Takigawa Reviewer:Yoichi Sasaki
3:50 PM - 5:10 PM  Room J (201B Medium meeting room)

ACO with Pheromone Update by Negative

Feedback Can Solve CSPs

〇Takuya Masukane1, Kazunori Mizuno1 （1.

Department of Computer Science, Takushoku

University）

 3:50 PM -  4:10 PM

[3J4-J-1-01]

An Algorithm for solving the Traveling

Salesman Problem using Clustering Method

〇Jumpei Uchida1, Hajime Anada1 （1. Tokyo City

University）

 4:10 PM -  4:30 PM

[3J4-J-1-02]

Algorithm of Traveling Salesman Problem

using Particle Swarm Optimization

〇Yuki Yamada1, Hajime Anada1 （1. Tokyo City

University）

 4:30 PM -  4:50 PM

[3J4-J-1-03]

League Scheduling for U12 Basketball

〇Tenda Okimoto1, Kazuki Nishimura1, Katsutoshi

Hirayama1 （1. Kobe University）

 4:50 PM -  5:10 PM

[3J4-J-1-04]

Room K

General Session | General Session | [GS] J-2 Machine learning

Machine learning: analysis and validations

of models

[3K3-J-2]

Chair:Masahiro Suzuki Reviewer:Satoshi Oyama
1:50 PM - 3:30 PM  Room K (201A Medium meeting room)

Statistical Mechanical Formulation of

Learning Dynamics of Two-Layered Neural

Networks with Batch Normalization

〇Shiro Takagi1, Yuki Yoshida1, Masato Okada1

（1. Graduate School of Frontier Sciences, The

University of Tokyo）

 1:50 PM -  2:10 PM

[3K3-J-2-01]
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On the trade-off between the number of

nodes and the number of trees in Random

Forest

〇So Kumano1, Tatsuya Akutsu1 （1. Kyoto

University）

 2:10 PM -  2:30 PM

[3K3-J-2-02]

Do the AUC and log-loss evaluate CTR

prediction models properly?

〇Satoshi KATAGIRI1 （1. F@N Communications,

Inc.）

 2:30 PM -  2:50 PM

[3K3-J-2-03]

Social reinforcement learning with shared

global aspiration for satisficing

〇Noriaki Sonota1, Takumi Kamiya2, Tatsuji

Takahashi1 （1. Tokyo Denki University, 2.

Graduate School of Tokyo Denki University）

 2:50 PM -  3:10 PM

[3K3-J-2-04]

On the mathematical approach to the

``photo-likeness" of images

〇Yasuhiko Asao1, Ryotaro Sakamoto1 （1.

Graduate School of Mathematical Science, the

University of Tokyo）

 3:10 PM -  3:30 PM

[3K3-J-2-05]

General Session | General Session | [GS] J-2 Machine learning

Machine learning: real world interaction[3K4-J-2]
Chair:Daiki Kimura Reviewer:Hikaru Kajino
3:50 PM - 5:30 PM  Room K (201A Medium meeting room)

Consideration on Generation of Saliency

Maps in Each Action of Deep Reinforcement

Learning Agent

〇Kazuki Nagamine1, Satoshi Endo2, Koji Yamada2,

Naruaki Toma2, Yuhei Akamine2 （1. Information

Engineering Course, Graduate School of

Engineering and Science, University of the

Ryukyus, 2. Faculty of Engineering, School of

Engineering Computer Science and Intelligent

Systems, University of the Ryukyus）

 3:50 PM -  4:10 PM

[3K4-J-2-01]

Dynamic Reward Clustering

〇Ryota Higa1, Junya Kato1 （1. NEC

Corporation）

 4:10 PM -  4:30 PM

[3K4-J-2-02]

A dialogue system implemented with latent

parameters

〇Weida Li1, Chie Hieida2, Takayuki Nagai2 （1.

[3K4-J-2-03]

Seiko Gakuin High School, 2. The University of

Electro-Communications）

 4:30 PM -  4:50 PM

Comfortable Driving by Deep Inverse

Reinforcement Learning

〇Daiko Kishikawa1, Sachiyo Arai1 （1. Chiba

University）

 4:50 PM -  5:10 PM

[3K4-J-2-04]

Linear function approximation of Cognitive

Satiscing Function

〇Yu Kono1,2 （1. Tokyo Denki University, 2.

DeNA, Co., Ltd.）

 5:10 PM -  5:30 PM

[3K4-J-2-05]

Room N

General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: voice and

communication

[3N3-J-10]

Chair:Masanori Tsujikawa Reviewer:Jun Sugiura
1:50 PM - 2:30 PM  Room N (Front-right room of 1F Exhibition
hall)

Multilingual Imputation Using Transfer

Learning for Estimating Emotion from

Speech

〇Koichi Sakaguchi1, Shohei Kato1,2 （1. Dept. of

Computer Science and Engineering, Graduate

School of Engineering, Nagoya Institute of

Technology, 2. Frontier Research Institute for

Information Science, Nagoya Institute of

Technology）

 1:50 PM -  2:10 PM

[3N3-J-10-01]

Development of Open-source Multi-modal

Interaction Platform for Social Experiment

of Conversational User Interface

〇Akinobu Lee1 （1. Nagoya Institute of

Technology, Japan）

 2:10 PM -  2:30 PM

[3N3-J-10-02]

General Session | General Session | [GS] J-10 Vision, speech

Vision, speech: applications to industries[3N4-J-10]
Chair:Masanori Tsujikawa Reviewer:Tomoya Yoshikawa
3:50 PM - 4:50 PM  Room N (Front-right room of 1F Exhibition
hall)

Measurement of growing situation of

agricultural crops on FPGA-mounted drone

using Circle SSD

[3N4-J-10-01]
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〇Takuma Yoshimura1 （1. poco-apoco

Networks Co.Ltd.）

 3:50 PM -  4:10 PM

Prediction of Favorability Rating on Beer-

Can Package Designs Using Convolution

Neural Network and Visualization by Class

Activation Mapping.

〇Hiroyuki Shinohara1, Tatsuji Ishiguro1,

Shunsuke Nakamura2, Toshihiko Yamasaki2 （1.

Kirin Company, Limited, 2. The University of

Tokyo）

 4:10 PM -  4:30 PM

[3N4-J-10-02]

Conversion of Floor Plan Images to Graph

Structures using Deep Learning and

Application to Retrieval

〇Mantaro Yamada1, Xueting Wang1, Toshihiko

Yamasaki1, Kiyoharu Aizawa1 （1. the University

of Tokyo）

 4:30 PM -  4:50 PM

[3N4-J-10-03]

Room P

General Session | General Session | [GS] J-7 Agents

Agents: social multiagents[3P4-J-7]
Chair:Naoki Fukuda Reviewer:Jun Ichikawa
3:50 PM - 5:30 PM  Room P (Front-left room of 1F Exhibition hall)

Explainable Compromising Algorithm based

on Constraint Relaxation for Automated

Negotiating Agents

〇Shun Okuhara1,2, Takayuki Ito2 （1. Fujita Health

University, 2. Nagoya Institute of Technology）

 3:50 PM -  4:10 PM

[3P4-J-7-01]

An allocation strategy with deep

reinforcement learning for efficient task

processing in multi agent system

〇Genki Matsuno1, Sho Tanaka2, Hiroki Hara2,

Syunyo Kawamoto2, Syo Shimoyama2, Takashi

Kawashima2, Daisuke Tsumita2, Yasushi Kido1,

Osamu Hashimoto1, Tomohiro Takagi2 （1.

Skydisc, Inc., 2. Meiji University）

 4:10 PM -  4:30 PM

[3P4-J-7-02]

Omoiyari as Filling Gaps Making Collective

Adaptation

〇Yoshimiki Maekawa1, Fumito Uwano1, Eiki

Kitajima1, Keiki Takadama1 （1. The University of

Electro-Communications）

[3P4-J-7-03]

 4:30 PM -  4:50 PM

Investigation of online simulation method of

social consensus formation

〇Yasuko Kawahata1, Akira Ishii2, Takuya Ueoka1

（1. Gunma University, 2. Tottori University）

 4:50 PM -  5:10 PM

[3P4-J-7-04]

Estimation of agent's rewards with multi-

agent maximum discounted causal entropy

inverse reinforcement learning

〇Keiichi Namikoshi1, Sachiyo Arai1 （1. Chiba

University）

 5:10 PM -  5:30 PM

[3P4-J-7-05]

Room Q

General Session | General Session | [GS] J-13 AI application

AI application: analysis of physical

behaviors in artifacts

[3Q3-J-13]

Chair:Takuya Hiraoka Reviewer:Yoichi Sasaki
1:50 PM - 3:10 PM  Room Q (6F Meeting room, Bandaijima bldg.)

Construction of Dataset for Feature

Extraction Performance Evaluation using

Aerial Photographs

〇Hiroyuki Ohno1, Ryo Endo1, Takayuki Nakano1,

Masako Shinoda1 （1. Geospatial Information

Authority of Japan）

 1:50 PM -  2:10 PM

[3Q3-J-13-01]

Slime detection during pile construction

using machine learning

〇Sohei Arisaka1, Yuki Tamagawa1, Kojiro

Takesue1 （1. Kajima Corporation）

 2:10 PM -  2:30 PM

[3Q3-J-13-02]

The optimization and comparison of

methods for the Air foil design using Deep

Reinforcement Learning.

〇Hitoshi Hattori1, Kazuo Yonekura1 （1. IHI

Corporation）

 2:30 PM -  2:50 PM

[3Q3-J-13-03]

Application of Gradient Booting regression

toward the Computational Fluid Dynamics

in the Manufacturing industry

〇Yutaro Ogawa1, Takuya Shimizu1, Toshiaki

Yokoi1 （1. INFORMATION SERVICES

INTERNATIONAL-DENTSU, LTD.）

 2:50 PM -  3:10 PM

[3Q3-J-13-04]

General Session | General Session | [GS] J-13 AI application
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AI application: transformation system[3Q4-J-13]
Chair:Masahiro Tada Reviewer:Masayuki Otani
3:50 PM - 5:10 PM  Room Q (6F Meeting room, Bandaijima bldg.)

Traffic anomaly detection using ETC2.0

probe data

〇Atsuki Masuda1, Masaki Matsudaira1 （1. Oki

Electric Industry Co,.Ltd.）

 3:50 PM -  4:10 PM

[3Q4-J-13-01]

Design method for high efficiency drone

highway network

〇Masatoshi Hamanaka1 （1. RIKEN）

 4:10 PM -  4:30 PM

[3Q4-J-13-02]

Classification for time-sequence data

appeared in shift control of automobile

automatic transmission

〇Yusuke Morikawa1, Yasuhiro Ishihara1,

Takanori Ide1, Eiji Moriyama1, Taku Akita1, Yasuo

Tabei2, Takehito Utsuro3, Hiroshi Nakagawa2

（1. Aisin AW Co., Ltd., 2. RIKEN, Center for

Advanced Intelligence Project, 3. Fclty. Eng, Inf.

&Sys, Univ. of Tsukuba）

 4:30 PM -  4:50 PM

[3Q4-J-13-03]

Likelihood distribution of Pedestrian

Trajectories rendered by Variational

Autoencoder

〇Yasunori Yokojima1, Tatsuhide Sakai2 （1.

Siemens K.K., 2. Great Wall Motor）

 4:50 PM -  5:10 PM

[3Q4-J-13-04]
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Thu. Jun 6, 2019

Room D

Organized Session | Organized Session | [OS] OS-4

自律・創発・汎用 AIアーキテクチャ(1)[3D3-OS-4a]
栗原 聡（慶應義塾大学）、川村 秀憲（北海道大学）、津田 一郎

（中部大学）、大倉 和博（広島大学）
1:50 PM - 3:10 PM  Room D (301B Medium meeting room)

Story Association Mediated by Individual

and General Concepts

〇Taisuke Akimoto1 （1. Kyushu Institute of

Technology）

 1:50 PM -  2:10 PM

[3D3-OS-4a-01]

How "intelligence" is called as

"intelligence"?

〇Masayuki Yoshinobu1 （1. Freelance）

 2:10 PM -  2:30 PM

[3D3-OS-4a-02]

Double Articulation Analyzer with

Prosody for Unsupervised Word

Discovery

〇Yasuaki Okuda1, Ryo Ozaki1, Tadahiro

Taniguchi1 （1. Ritsumeikan University）

 2:30 PM -  2:50 PM

[3D3-OS-4a-03]

Generating Collective Behavior of a

Robotic Swarm in a Two-landmark

Navigation Task with Deep

Neuroevolution

〇Daichi Morimoto1, Motoaki Hiraga1,

Kazuhiro Ohkura1, Yoshiyuki Matsumura2 （1.

Hiroshima University, 2. Shinsyu University）

 2:50 PM -  3:10 PM

[3D3-OS-4a-04]

Organized Session | Organized Session | [OS] OS-4

自律・創発・汎用 AIアーキテクチャ(2)[3D4-OS-4b]
栗原 聡（慶應義塾大学）、川村 秀憲（北海道大学）、津田 一郎

（中部大学）、大倉 和博（広島大学）
3:50 PM - 5:10 PM  Room D (301B Medium meeting room)

Introducing a Call Stack into the RGoal

Hierarchical Reinforcement Learning

Architecture

〇Yuuji Ichisugi1, Naoto Takahashi1, Hidemoto

Nakada1, Takashi Sano2 （1. National Institute

of Advanced Industrial Science and

Technology (AIST), 2. Department of

Computer and Information Science, Faculty of

Science and Technology, Seikei University）

 3:50 PM -  4:10 PM

[3D4-OS-4b-01]

Avoiding catastrophic forgetting in echo

state networks by minimizing the

connection cost

〇Yuji Kawai1, Yuho Ozasa1, Jihoon Park1,

Minoru Asada1 （1. Osaka University）

 4:10 PM -  4:30 PM

[3D4-OS-4b-02]

Special program

 4:30 PM -  5:10 PM

[3D05-06-3]

Room E

Organized Session | Organized Session | [OS] OS-12

画像と AI（ MIRU2019プレビュー）(1)[3E3-OS-12a]
長原 一（大阪大学）、川崎 洋（九州大学）、岡部 孝弘（九州工業

大学）
1:50 PM - 3:10 PM  Room E (301A Medium meeting room)

Convolutional Neural Network for Image

Recognition and Visual Explanation

〇Takayoshi Yamashita1 （1. Chubu

University）

 1:50 PM -  2:30 PM

[3E3-OS-12a-01]

Adaptive selection of auxiliary tasks in

UNREAL

〇Hidenori Itaya1, Tsubasa Hirakawa1,

Yamashita Takayoshi1, Fujiyoshi Hironobu1

（1. Chubu University）

 2:30 PM -  2:50 PM

[3E3-OS-12a-02]

ShakeDrop Regularization for ResNet

Family

〇Yoshihiro Yamada1, Masakazu Iwamura1,

Koichi Kise1 （1. Osaka Prefecture

University）

 2:50 PM -  3:10 PM

[3E3-OS-12a-03]

Organized Session | Organized Session | [OS] OS-12

画像と AI（ MIRU2019プレ

ビュー）(2)

[3E4-OS-12b]

長原 一（大阪大学）、川崎 洋（九州大学）、岡部 孝弘（九州工業

大学）
3:50 PM - 5:10 PM  Room E (301A Medium meeting room)

Neural 3D Mesh Renderer

〇Hiroharu Kato1, Yoshitaka Ushiku1, Tatsuya

Harada1 （1. The University of Tokyo）

 3:50 PM -  4:10 PM

[3E4-OS-12b-01]

Between-class Learning for Image

Classification

〇Yuji Tokozume1, Yoshitaka Ushiku1,

[3E4-OS-12b-02]
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Tatsuya Harada1,2 （1. The University of

Tokyo, 2. RIKEN）

 4:10 PM -  4:30 PM

A Generative Framework for Creative

Data Based on the Generative

Adversarial Networks

〇Riku Fujimoto1, Takato Horii1, Tatsuya

Aoki1, Takayuki Nagai1,2 （1. The University

of Electro-Commnications, 2. Osaka

University）

 4:30 PM -  4:50 PM

[3E4-OS-12b-03]

Modeling of prejudice eyes by designers

〇Ryuichi Ishikawa1, Kou Izumi1, Hidekazu

Hayashi1, Hiroyuki Fukuda2 （1.

DentsuDigital,Inc, 2. Dentsu,Inc）

 4:50 PM -  5:10 PM

[3E4-OS-12b-04]

Room F

Organized Session | Organized Session | [OS] OS-14

人狼知能と不完全情報ゲーム(1)[3F3-OS-14a]
稲葉 通将（広島市立大学）、片上 大輔（東京工芸大学）、狩野

芳伸（静岡大学）、大槻 恭士（山形大学）
1:50 PM - 3:30 PM  Room F (302B Medium meeting room)

Analyzing Gestures in Real-World

Werewolf Game

〇Shutarou Takayama1, Hirotaka Osawa1 （1.

University of Tsukuba）

 1:50 PM -  2:10 PM

[3F3-OS-14a-01]

“ Goodness” analysis of a Werewolf

Game’ s player based on a biological

signal

〇Hirotaka Yamamoto1, Nagisa Munekata1

（1. Kyoto Sangyo University）

 2:10 PM -  2:30 PM

[3F3-OS-14a-02]

Simulation of Strategic Evolution in 5-

player Werewolf

〇Atsushi Takeda1, Fujio Toriumi1 （1. The

University of Tokyo）

 2:30 PM -  2:50 PM

[3F3-OS-14a-03]

Simulation Analysis based on Behavioral

Experiment of Cooperative Pattern Task

〇Norifumi Watanabe1, Kota Itoda2 （1.

Musashino University, 2. Keio University）

 2:50 PM -  3:10 PM

[3F3-OS-14a-04]

Analyis of Strategies in Werewolf Game

by 3 Players Considering Voting

[3F3-OS-14a-05]

Behaviour of Other Players

〇Hinako Tamai1 （1. Nara Women's

University）

 3:10 PM -  3:30 PM

Organized Session | Organized Session | [OS] OS-14

人狼知能と不完全情報ゲーム(2)[3F4-OS-14b]
稲葉 通将（広島市立大学）、片上 大輔（東京工芸大学）、狩野

芳伸（静岡大学）、大槻 恭士（山形大学）
3:50 PM - 5:30 PM  Room F (302B Medium meeting room)

Development and evaluation of the

game agent to change confidence of

estimating in Cooperative game Hanabi

〇Eisuke Sato1, Hirotaka Osawa1 （1.

University of Tsukuba）

 3:50 PM -  4:10 PM

[3F4-OS-14b-01]

Role estimation in Werewolf games

using a selective desensitization neural

network

Masahiro Saito2, Seiryu Mishina1, 〇Ken

Yamane1 （1. Teikyo University, 2. Fujisoft

Incorporated）

 4:10 PM -  4:30 PM

[3F4-OS-14b-02]

Artificial Intelligence for Deducing Roles

of Players in the Werewolf Game using

Information about Conversations among

Players

〇Munemichi Fukuda1, Hajime Anada1 （1.

Tokyo City University）

 4:30 PM -  4:50 PM

[3F4-OS-14b-03]

Extraction of Interpretable Rules for

Role and Team Estimation in AI Wolf

Yuki Omura1, Wataru Sakamoto1, 〇T

omonobu Ozaki1 （1. Nihon University）

 4:50 PM -  5:10 PM

[3F4-OS-14b-04]

Discussion / Conclusion

 5:10 PM -  5:30 PM

[3F06-09-5]

Room G

Organized Session | Organized Session | [OS] OS-18

感情と AI(1)[3G3-OS-18a]
日永田 智絵（電気通信大学）、堀井 隆斗（電気通信大学）、長井

隆行（大阪大学）
1:50 PM - 3:30 PM  Room G (302A Medium meeting room)

(Invited talk) Predictive coding of

interoception and affective emergence

[3G3-OS-18a-01]
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〇Hideki Ohira1 （1. Nagoya University）

 1:50 PM -  2:30 PM

Action Selection based on Somatic

Marker Hypothsis

〇Chie Hieida1, Takato Horii1, Takayuki

Nagai1,2 （1. The University of Electro-

Communications, 2. Osaka University）

 2:30 PM -  2:50 PM

[3G3-OS-18a-02]

Active perception based on free-energy

minimization on restricted Boltzmann

machines

〇Takato Horii1, Takayuki Nagai1,2 （1. The

University of Electro-Communications, 2.

Osaka University）

 2:50 PM -  3:10 PM

[3G3-OS-18a-03]

Extraction of Neuroscientific Findings

by Visualization of Deep Neural

Network

〇Kazuki Sakuma1, Junya Morita1, Taiki

Nomura2, Takatsugu Hirayama3, Yu

Enokibori3, Kenji Mase3 （1. Faculty of

Informatics, Shizuoka University, 2. Graduate

School of Information Science, Nagoya

University, 3. Graduate School of Informatics,

Nagoya University）

 3:10 PM -  3:30 PM

[3G3-OS-18a-04]

Organized Session | Organized Session | [OS] OS-18

感情と AI(2)[3G4-OS-18b]
日永田 智絵（電気通信大学）、堀井 隆斗（電気通信大学）、長井

隆行（大阪大学）
3:50 PM - 5:30 PM  Room G (302A Medium meeting room)

Automatic Detection of Insincere

Utterances with LSTM

〇Kazuya Mio1, Aya Ishino2, Kazuya Mera1,

Toshiyuki Takezawa1 （1. Graduate School

of Information Sciences, Hiroshima City

University, 2. Faculty of Media Business,

Hiroshima University of Economics）

 3:50 PM -  4:10 PM

[3G4-OS-18b-01]

A Study on Concept Acquisition Method

for User Preference in Dialogue for

Empathy

〇Takahisa Uchida1,2, Takashi Minato2,

Yutaka Nakamura1, Yuichiro Yoshikawa1,

Hiroshi Ishiguro1,2 （1. Osaka University, 2.

[3G4-OS-18b-02]

Advanced Telecommunications Research

Institute International）

 4:10 PM -  4:30 PM

A personalized model to estimate

emotion of individual based on

observed facial expression and

generation of robot behavior

〇Kazumi Kumagai1, Ikuo Mizuuchi1 （1.

Tokyo University of Agriculture and

Technology）

 4:30 PM -  4:50 PM

[3G4-OS-18b-03]

Human inference system derived from

emotion as a value calculation system

hypothesis

〇Masahiro Miyata1, Takashi Mory2 （1.

Graduate School of Engineering, Tamagawa

University, 2. College of Engineering,

Tamagawa University）

 4:50 PM -  5:10 PM

[3G4-OS-18b-04]

Agents which generate and estimate

emotions based on logical model

〇Mai Tsukamoto1 （1. Nara Women's

University）

 5:10 PM -  5:30 PM

[3G4-OS-18b-05]

Room L

Organized Session | Organized Session | [OS] OS-22

創作者と人工知能が創る創作の未来(1)[3L3-OS-22a]
上野 未貴（豊橋技術科学大学）、森 直樹（大阪府立大学）、はたな

か たいち（(株)クリエイターズインパック）
1:50 PM - 3:30 PM  Room L (203+204 Small meeting rooms)

(Invited talk) The Future of Animation

Industry Drawn by Creators and Artificial

Intelligence

〇Taichi Hatanaka1 （1. Creators in Pack

Inc.）

 1:50 PM -  2:10 PM

[3L3-OS-22a-01]

A Proposal of a Mathematical Story

Generation Method Based on Hero’ s

Journey

〇noguchi katsuhiro1 （1. comic artist）

 2:10 PM -  2:30 PM

[3L3-OS-22a-02]

Narrative Structure Analysis Punchlines

of SF Genre within the Flash Fiction of

Shinichi Hoshi

〇Shuuhei Toyosawa1, Hajime Murai1 （1.

[3L3-OS-22a-03]
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Future University Hakodate）

 2:30 PM -  2:50 PM

Story Creation System based on

Sentence Similarity for Supporting

Contents Creation

〇Haruka Takahashi1, Miki Ueno1, Hitoshi

Isahara1 （1. Toyohashi University of

Technology）

 2:50 PM -  3:10 PM

[3L3-OS-22a-04]

Classification method for four-scene

comics based on Creative Viewpoint

〇Naoki Mori1 （1. Osaka Prefecture

University）

 3:10 PM -  3:30 PM

[3L3-OS-22a-05]

Organized Session | Organized Session | [OS] OS-22

創作者と人工知能が創る創作の未来(2)[3L4-OS-22b]
上野 未貴（豊橋技術科学大学）、森 直樹（大阪府立大学）
3:50 PM - 5:30 PM  Room L (203+204 Small meeting rooms)

Autonomous Collection and Feedback

of Dialogue Profile for Dialogue

Contents Circulation

Masaki Mori1, 〇Akinobu Lee1 （1. Nagoya

Institute of Technology, Japan）

 3:50 PM -  4:10 PM

[3L4-OS-22b-01]

A Discussion about Jazz Improvisation

System based on Studies with First-

Person's View

〇Daichi Ando1 （1. Tokyo Metropolitan

University）

 4:10 PM -  4:30 PM

[3L4-OS-22b-02]

Of application of artificial intelligence to

fashion design

〇Yoko Fujishima1,3, Osamu Sakura2,3 （1.

Graduate School of Interdisciplinary

Information Studies, The University of Tokyo,

2. Interfaculty Initiative in Information

Studies, The University of Tokyo, 3. RIKEN-

AIP）

 4:30 PM -  4:50 PM

[3L4-OS-22b-03]

Tone Pasting Using cGANs with Tone

Feature Loss

〇Koki Tsubota1, Kiyoharu Aizawa1 （1. The

University of Tokyo）

 4:50 PM -  5:10 PM

[3L4-OS-22b-04]

Creative Future will be Created by[3L4-OS-22b-05]

Contents Creators and Artifical

Intelligence

〇Miki Ueno1 （1. Toyohashi University of

Technology）

 5:10 PM -  5:30 PM

Room P

Organized Session | Organized Session | [OS] OS-20

脳波から音声言語情報を抽出・識別する[3P3-OS-20]
新田 恒雄（早稲田大学/豊橋技術科学大学）、桂田 浩一（東京理科

大学）、入部 百合絵（愛知県立大学）、田口 亮（名古屋工業大学）
1:50 PM - 3:30 PM  Room P (Front-left room of 1F Exhibition hall)

Describing Brain Activity Evoked by

Speech Stimuli

〇Rino Urushihara1, Ichiro Kobayashi1, Hiroto

Yamaguchi2,3, Tomoya Nakai2,3, Shinji

Nishimoto2,3 （1. Ochanomizu University, 2.

National Institute of Information and

Communications Technology, 3. Osaka

University）

 1:50 PM -  2:10 PM

[3P3-OS-20-01]

Development of Syllable Labelling Tool

for Electroencephalogram Data

〇Mingchuan Fu1, Ryo Taguchi1, Kentaro

Fukai2, Kouichi Katsurada2, Tsuneo Nitta3,4

（1. Nagoya Institute of Technology, 2. Tokyo

University of Science, 3. Waseda University, 4.

Toyohashi University of Technology）

 2:10 PM -  2:30 PM

[3P3-OS-20-02]

Word Recognition from speech-imagery

EEG

〇Satoka Hirata1, Yurie Iribe1, Kentaro Fukai2,

Kouichi Katsurada2, Tsuneo Nitta3,4 （1. Aichi

Prefectural Univ., 2. Tokyo Univ. of Science, 3.

Waseda Univ., 4. Toyohashi Univ. of Tech.）

 2:30 PM -  2:50 PM

[3P3-OS-20-03]

Syllable recognition in speech-imagery

EEG

〇Kentaro Fukai1, Hidefumi Ohmura1, Kouichi

Katsurada1, Tsuneo Nitta2,3 （1. Tokyo

University of Science, 2. Waseda University, 3.

Toyohashi University of Technology）

 2:50 PM -  3:10 PM

[3P3-OS-20-04]

BCI Studies on Extraction of Spoken

Language representation from Speech

Imagery EEG

[3P3-OS-20-05]
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〇Tsuneo Nitta1, KENTAROU FUKAI2, KOUICHI

KATSURADA2, YURIE IRIBE3, RYOU TAGUCHI4,

SHUNJI SUGIMOTO5, JUNSEI HORIKAWA5 （1.

Waseda University, 2. Tokyo Science

University, 3. Aichi Prefectural University, 4.

Nagoya Institute of Technology, 5. Toyohashi

University of Technology）

 3:10 PM -  3:30 PM
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Thu. Jun 6, 2019

Room R

Interactive Session 1[3Rin2]
10:30 AM - 12:10 PM  Room R (Center area of 1F Exhibition hall)

Traffic Risk Estimation from On-vehicle Video

by Region-based Spatio-temporal DNN trained

using Comparative Loss

〇Kwong Cheong Ng1, Yuki Murata1, Masayasu

Atsumi1 （1. Dept. of Information Systems Sci.,

Graduate School of Eng., Soka University）

10:30 AM - 12:10 PM

[3Rin2-01]

Bi-directional multimodal generetion via

estimating conditional distribution of latent

variables obtained from pre-trained generative

models

〇Shigeaki Imakiire1, Masanao Ochi1, Junichiro

Mori1, Ichiro Sakata1 （1. University of Tokyo School

of Engineering Department of Technology

Management for Innovation）

10:30 AM - 12:10 PM

[3Rin2-02]

Binarized Variational Information Bottleneck

〇Makoto Kawano1, Yu Oya2, Satoshi Yagi2, Jin

Nakazawa1 （1. Keio University, 2. NTT

Corporation）

10:30 AM - 12:10 PM

[3Rin2-03]

Semi-supervised Domain Adaptation using

Prediction Models in Associated Domains

〇Yasuhiro Sogawa1, Tomoya Sakai1 （1. NEC

Corporation）

10:30 AM - 12:10 PM

[3Rin2-04]

A study on measures in multi-armed bandit

problem with hidden state.

〇Kouhei Kudo1, Takashi Takekawa1 （1. Kogakuin

University）

10:30 AM - 12:10 PM

[3Rin2-05]

An Approach to Unseen Classs Classification

with In-Service Predictors

〇Tomoya Sakai1, Yasuhiro Sogawa1 （1. NEC

Corporation）

10:30 AM - 12:10 PM

[3Rin2-06]

Multi-armed bandit algorithm applicable to

stationary and non-stationary environment

using self-organizing maps

〇Nobuhito Manome1,2, Shuji Shinohara2, Kouta

Suzuki1,2, Kosuke Tomonaga1,2, Shunji Mitsuyoshi2

[3Rin2-07]

（1. SoftBank Robotics Corp., 2. Graduate School of

Engineering, The University of Tokyo）

10:30 AM - 12:10 PM

Learning Interpretable Control Policies with

Decision Trees via the Cross-Entropy Method

〇Yukiko Tanaka1,2, Takuya Hiraoka1,2, Yoshimasa

Tsuruoka2,3 （1. NEC, 2. National Institute of

Advanced Industrial Science and Technology, 3. The

University of Tokyo）

10:30 AM - 12:10 PM

[3Rin2-08]

Development of Embedded System for

Recognizing Kuzushiji by Deep Learning

Masahiro Takeuchi1, 〇Taichi Hayasaka1, Wataru

Ohno1, Yumie Kato2, Kazuaki Yamamoto3, Mamoru

Ishima4, Tetsuya Ishikawa4 （1. National Institute of

Technology, Toyota College, 2. Tsurumi University,

3. National Institute of Japanese Literature, 4. TRC-

ADEAC, Inc.）

10:30 AM - 12:10 PM

[3Rin2-09]

Stochastic Regularization for Residual

Networks: Shake-ResDrop and Shake-SENet

〇Junya Shirahama1, Kazuhiko Kawamoto1 （1.

Chiba University）

10:30 AM - 12:10 PM

[3Rin2-10]

Fairness-aware Edit of Thresholds in a Learned

Decision Tree Using a Mixed Integer

Programming Formulation

〇Kentaro Kanamori1, Hiroki Arimura1 （1. Hokkaido

University）

10:30 AM - 12:10 PM

[3Rin2-11]

Predicting Laughters in Comedy Drama with

Subtitles and Facial Expression

〇Yuta Kayatani1, Mayu Otani2, Chenhui Chu3, Yuta

Nakashima3, Haruo Takemura1 （1. Graduate School

of Information Science and Technology, Osaka

University, 2. CyberAgent, Inc., 3. Institute for

Datability Science, Osaka University）

10:30 AM - 12:10 PM

[3Rin2-12]

Application of Aspect-based Sentiment

Analysis using Self-Attention Mechanism to

Japanese Sentences

〇Ryuichi Akai1, Masayasu Atsumi1 （1. Graduate

School of Engineering, Soka University）

10:30 AM - 12:10 PM

[3Rin2-13]

Estimating Emotion Intensities in Japanese

Tweets Using Emotion Intensity Lexicon

[3Rin2-14]
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〇Tatsuki Akahori1, Kohji Dohsaka1, Hidekatsu Ito1,

Masaki Ishii1 （1. Akita Prefectural University）

10:30 AM - 12:10 PM

An Investigation of Effective Features for

Toponym Resolution of Words in Newspaper

Articles

〇Ryo Seki1, Takashi Inui1 （1. University of

Tsukuba）

10:30 AM - 12:10 PM

[3Rin2-15]

Cluster analysis of Twitter Data, using

Interactive Data visualization Tool

〇Shinichiro Wada1 （1. Graduate School of

Sociology, Rikkyo University.）

10:30 AM - 12:10 PM

[3Rin2-16]

Comparative Analysis of the Effect of

Additional Training between Multiple Domains

by Clustering of the Embeddings of Parsing

Errors

〇Takuya Hara1, Takuya Matsuzaki1, Hikaru Yokono2,

Satoshi Sato1 （1. Graduate School of Engineering,

Nagoya University, 2. Fujitsu Laboratories Ltd.）

10:30 AM - 12:10 PM

[3Rin2-17]

Vending Machine Drink Recognition with Deep

Learning for IoT Device.

〇Katsuhiro Araya1, Takayuki Osa2, Shigemitsu

Yamaoka2, Kazuhiko Nishi2, Masayuki Nakao2 （1.

Arkth Inc., 2. University of Tokyo, School of

Engineering）

10:30 AM - 12:10 PM

[3Rin2-18]

Robust Eye Contact Detection for Multi-Party

Conversational Systems

〇Kenjiro Nogawa1, Shinya Fujie2, Tetsunori

Kobayashi1 （1. Waseda University, 2. Chiba

Institute of Technology）

10:30 AM - 12:10 PM

[3Rin2-19]

Succesive estimation of the asteroid shape and

probe motion using sequential images

〇Toma Suzuki1, Takehisa Yairi1, Naoya Takeishi1,

Yuichi Tsuda2, Naoko Ogawa2 （1. The University of

Tokyo, 2. Japan Aerospace Exploration Agency）

10:30 AM - 12:10 PM

[3Rin2-20]

Image-to-image Translation from Apparel Item

Image Placed Flat to Image Put on Using Deep

Neural Networks

Saki Tsumugiwa1, 〇Yoshiaki Kurosawa1, Kazuya

Mera1, Toshiyuki Takezawa1 （1. Hiroshima City

[3Rin2-21]

University）

10:30 AM - 12:10 PM

Noise reduction of live image in scanning

electron microscope

〇Fuminori Uematsu1, Masahiko Takei1, Mitsuyoshi

Yoshida1 （1. JEOL Ltd.）

10:30 AM - 12:10 PM

[3Rin2-22]

Truthful Dynamic Pricing Mechanisms for On-

demand Mobility Services

〇Keiichiro Hayakawa1, Eiji Hato2 （1. Toyota

Central R&D Labs., Inc., 2. The University of Tokyo）

10:30 AM - 12:10 PM

[3Rin2-23]

Multi-agent simulation tool incorporation

group evacuation behavior model

〇Ryusei Ishida1, Masanori Akiyoshi1 （1. Kanagawa

University）

10:30 AM - 12:10 PM

[3Rin2-24]

A study of observation fluctuation reduction

method for ear acoustic authentication

〇Masaki Yasuhara1, Takayuki Arakawa2, Takafumi

Koshinaka2, Shohei Yano1 （1. National Institute of

Technology, Nagaoka College, 2. NEC Corporation）

10:30 AM - 12:10 PM

[3Rin2-25]

New similarity scale to recognize bird calls and

abnormal sounds of concrete/machine

〇Michihiro Jinnai1, Edward James Pedersen2 （1.

Nagoya Women's University, 2. Central Queensland

University, Australia）

10:30 AM - 12:10 PM

[3Rin2-26]

An Investigation of Controllable Neural

Conversation Model with Dialogue Acts

〇Seiya Kawano1, Koichiro Yoshino1,2, Satoshi

Nakamura1 （1. Nara Institute of Science and

Technology, 2. Japan Science and Technology

Agency）

10:30 AM - 12:10 PM

[3Rin2-27]

Improvement of Knowledge Graph Completion

Using Label Characters for Questions to

Acquire Knowledge in Dialog Systems

〇Yuma Fujioka1, Katsuhiko Hayashi1, Mikio

Nakano2, Kazunori Komatani1 （1. The Institute of

Scientific and Industrial Research, Osaka University,

2. Honda Research Institute Japan Co.,Ltd.）

10:30 AM - 12:10 PM

[3Rin2-28]

Acquisition and Utilization of Trivia for

Conversational News Contents Delivery

[3Rin2-29]



©The Japanese Society for Artificial Intelligence 

 Thu. Jun 6, 2019 Interactive Session  JSAI2019

〇Hiroaki Takatsu1, Yoichi Matsuyama1, Hiroshi

Honda2, Shinya Fujie1,3, Tetsunori Kobayashi1 （1.

Waseda University, 2. Honda R&D Co.,Ltd., 3. Chiba

Institute of Technology）

10:30 AM - 12:10 PM

Generative Adversarial Networks toward

Representation Learning for Image Captions

〇Yuki Abe1, Takuma Seno1, Shoya Matsumori1,

Michita Imai1 （1. Keio University）

10:30 AM - 12:10 PM

[3Rin2-30]

Speech extraction from conversation based on

image-to-image translation using deep neural

networks

〇Kosuke Takaichi1, Yoshio Katagami2, Yoshiaki

Kurosawa1, Kazuya Mera1, Toshiyuki Takezawa1 （1.

Graduate School of Information Sciences Hiroshima

City University, 2. School of Information Sciences

Hiroshima City University）

10:30 AM - 12:10 PM

[3Rin2-31]

An anti-noise performance comparison

between acoustic features in detecting voice

pathology using machine learning

〇Kouta Suzuki1,2, Shuji Shinohara2, Nobuhito

Manome1,2, Kosuke Tomonaga1,2, Shunji Mitsuyoshi2

（1. SoftBank Robotics Corp., 2. Graduate School of

Engineering, The University of Tokyo）

10:30 AM - 12:10 PM

[3Rin2-32]

Toward proofreading support using Word2vec

〇Masato Maruyama1, Takashi Takekawa1 （1.

Kogakuin University）

10:30 AM - 12:10 PM

[3Rin2-33]

Construction of Corpus for Text Simplification

by Sentential Alignment based on

Decomposable Attention Model

〇Koichi Nagatsuka1, Masayasu Atsumi1 （1. Soka

University）

10:30 AM - 12:10 PM

[3Rin2-34]

What’ s Here Like ? Analysis of Web Search

Log Based on User’ s Location

〇Tatsuru Higurashi1, Kouta Tsubouchi1 （1. Yahoo

Japan Corporation）

10:30 AM - 12:10 PM

[3Rin2-35]

Relevance Analysis among Domestic

Enjoyments based on News Site App Users'

Interest

〇Kota Kawaguchi2,1, Tatsukuni Inoue1, Seiya

[3Rin2-36]

Osada1, Tatsuo Yamashita1 （1. Yahoo! JAPAN, 2.

University of Tsukuba）

10:30 AM - 12:10 PM

Implementation and Evaluation of an

Interpretable Fake News Detector

〇Kazuya Yamamoto1, Satoshi Oyama1, Masahito

Kurihara1 （1. Hokkaido University）

10:30 AM - 12:10 PM

[3Rin2-37]

Automatic Evaluation for Cyberbullying

Detection Method based on Statistical Scale

〇Masaki Arata1, Fumito Masui1, Michal Edmond

Ptaszynski1 （1. Kitami Institute of Technology）

10:30 AM - 12:10 PM

[3Rin2-38]

Automatic Impression Indexing based on

Appraisal Dictionary from Tweet

〇Runa Yamada1, Sho Hashimoto1, Atsuhiro

Yamada1, Noriko Nagata1 （1. Kwansei Gakuin

University）

10:30 AM - 12:10 PM

[3Rin2-39]

Catch Me if Yahoo Can: Hotel

Recommendation for Potential Travelers using

Transit App Log

〇Mikiya Maruyama1, Kotaro Takahama1, Kota

Tsubouchi1, Teruhiko Teraoka1 （1. Yahoo Japan

Corporation）

10:30 AM - 12:10 PM

[3Rin2-40]

Official document simplification using neural

machine translation approach

〇Takumi Maruyama1, Kazuhide Yamamoto1 （1.

Nagaoka University of Technology）

10:30 AM - 12:10 PM

[3Rin2-41]

Neural Error Detection for Weather Forecast

Manuscript by Pseudo Error Corpus

〇Naruhisa Shirai1, Masatsugu Hangyo2, Mamoru

Komachi1 （1. Tokyo Metropolitan University, 2.

WEATHERNEWS INC.）

10:30 AM - 12:10 PM

[3Rin2-42]

Neural Sequence-Labelling Models for ASR

Error Correction

〇Taishi Ikeda1, Hiroshi Fujimoto1, Takeshi

Yoshimura1, Yoshinori Isoda1 （1. NTT DOCOMO,

INC.）

10:30 AM - 12:10 PM

[3Rin2-43]

Construction of a Diagnosis Representation

Model of Person with Dementia Based on

ConceptNet for Deeper Understanding of

[3Rin2-44]
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Physical and Mental Conditions

〇Naoki Kamiya1, Takumi Yoshizawa1, Shogo

Ishikawa1, Hideki Ueno2,4, Mia Kobayashi2,4, Minoru

Maeda3, Chiaki Nishiyama3, Yujun Murakami3,

Shinya Kiriyama1,4, Yoichi Takebayashi1,4 （1.

Shizuoka University, 2. Chiba University Hospital, 3.

Orange Cross Foundation, 4. The Society of Citizen

Informatics for Human Cognitive Disorder）

10:30 AM - 12:10 PM

Evaluation and Analysis of design for life

environment with a high regard for self-

reliance based on the representation of a self

of people with dementia

〇Mika Teramen1, Shogo Ishikawa1, Shinya

Kiriyama1, Tadasuke Kato2, Takeshi Ide2, Yoichi

Takebayashi1,3 （1. Shizuoka University, 2. Aoicare

Co., Ltd, 3. Citizen Informatics for Human Cognitive

Disorder）

10:30 AM - 12:10 PM

[3Rin2-45]

Development of Electroencephalogram brain-

machine interface using convolutional neural

network

〇Masaki Kato1, Sotaro Shimada2 （1. Meiji

University Graduate School, 2. Meiji University）

10:30 AM - 12:10 PM

[3Rin2-46]

Evaluation of Automatic Monitoring of

Instillation Adherence Using Eye Dropper

Bottle Sensor and Deep Learning in Patients

with Glaucoma

〇Hitoshi Tabuchi Tabuchi1,2, Kazuaki Nishimura1,

Shunsuke Nakakura1, Hiroki Masumoto1, Hirotaka

Tanabe1, Asuka Noguchi1, Ryota Aoki1, Yoshiaki

Kiuchi2 （1. Tsukazaki Hospital, 2. Hiroshima

University）

10:30 AM - 12:10 PM

[3Rin2-47]

Sleep/wake classification using remote PPG

signals

Yawen Zhang1, 〇Masanori Tsujikawa2, Yoshifumi

Onishi2 （1. HKUST, 2. NEC）

10:30 AM - 12:10 PM

[3Rin2-48]

Biomarker discovery from gene expression

data of mixed tumor samples

〇Katsuhiko Murakami1 （1. Fujitsu Laboratories

Ltd.）

10:30 AM - 12:10 PM

[3Rin2-49]
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Thu. Jun 6, 2019

Room A

Explain Yourself – A Semantic Stack for

Artificial Intelligence

[3A1-PS-3]

9:00 AM - 10:10 AM  Room A (2F Main hall A)

Explain Yourself – A Semantic Stack for

Artificial Intelligence

Randy Goebel1 （1. Professor of Computing Science

at the University of Alberta, Canada, and co-founder

of the Alberta Machine Intelligence Institute (AMII)）

 9:00 AM - 10:10 AM

[3A1-PS-3]
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Thu. Jun 6, 2019

Room I

役に立つ人の心の過程のモデリング[3I3-KS-8]
1:50 PM - 3:30 PM  Room I (306+307 Small meeting rooms)

役に立つ人の心の過程のモデリング

 1:50 PM -  3:30 PM

[3I3-KS-8]

AIマップタスクフォースの活動― AI初学

者・異分野研究者のための AI研究の俯瞰

―

[3I4-KS-10]

3:50 PM - 5:30 PM  Room I (306+307 Small meeting rooms)

AIマップタスクフォースの活動― AI初学者・異

分野研究者のための AI研究の俯瞰―

 3:50 PM -  5:30 PM

[3I4-KS-10]

Room M

ヒューマンインタラクション技術による

自立共生支援 AIの研究開発と社会実装に

向けて

[3M4-KS-11]

3:50 PM - 5:30 PM  Room M (Front-right room of 1F Exhibition
hall)

ヒューマンインタラクション技術による自立

共生支援 AIの研究開発と社会実装に向けて

 3:50 PM -  5:30 PM

[3M4-KS-11]

Room O

人工知能国際標準化への誘い[3O3-KS-9]
1:50 PM - 3:30 PM  Room O (Front-left room of 1F Exhibition
hall)

人工知能国際標準化への誘い

 1:50 PM -  3:30 PM

[3O3-KS-9]

NEDO次世代人工知能中核技術 ～人を見

守り協働する人工知能の実現に向けて～

[3O4-KS-12]

3:50 PM - 5:30 PM  Room O (Front-left room of 1F Exhibition
hall)

NEDO次世代人工知能中核技術 ～人を見守り

協働する人工知能の実現に向けて～

 3:50 PM -  5:30 PM

[3O4-KS-12]
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Thu. Jun 6, 2019

Room M

Industrial session 5[3M3-IND-5]
吉岡 健（富士ゼロックス株式会社）
1:50 PM - 3:30 PM  Room M (Front-right room of 1F Exhibition
hall)

Industrial session 5

 1:50 PM -  3:30 PM

[3M3-IND-5]
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Thu. Jun 6, 2019

Room C

NEC Corporation[3C-LS]
12:50 PM - 1:40 PM  Room C (4F International conference hall)

NEC Luncheon Seminar

今岡 仁1、中台 慎二1 （1. NEC）

12:50 PM -  1:40 PM

[3C-LS]

Room E

HAKUHODO Inc.[3E-LS]
12:50 PM - 1:40 PM  Room E (301A Medium meeting room)

Hakuhodo Luncheon Seminar

猪谷 誠一1、藤井 遼1 （1. 株式会社博報堂）

12:50 PM -  1:40 PM

[3E-LS]

Room M

Intel Corporation[3M-LS]
12:50 PM - 1:40 PM  Room M (Front-right room of 1F Exhibition
hall)

Intel Luncheon Seminar

志村 泰規 1 （1. インテル株式会社）

12:50 PM -  1:40 PM

[3M-LS]

Room O

DENTSU Inc.[3O-LS]
12:50 PM - 1:40 PM  Room O (Front-left room of 1F Exhibition
hall)

Dentsu Luncheon Seminar

12:50 PM -  1:40 PM

[3O-LS]
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Thu. Jun 6, 2019

Room Y

Paricipants' networking meeting[3Y5-PS-5]
6:00 PM - 7:30 PM  Room Y (Bandaijima multi-purpose square)

Participants' networking meeting

 6:00 PM -  7:30 PM

[3Y5-PS-5]
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Machine learning: image recognition and generation
Chair: Masakazu Ishihata (NTT)
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room B (2F Main hall B)
 

 
Design a Loss Function which Generates a Spatial configuration of
Image In-betweening 
〇Paulino Cristovao1, Hidemoto Nakada1,2, Yusuke Tanimura1,2, Hideki Asoh2 （1. University

of Tsukuba, 2. National Advanced Institute of Science and Technology of Japan (AIST)） 

 1:50 PM -  2:10 PM   

One-shot Learning using Triplet Network with kNN classifier 
〇Mu Zhou1,2, Yusuke Tanimura2,1, Hidemoto Nakada2,1 （1. University of Tsukuba, 2.

Artifical Intelligence Research Center, National Institute of Advanced Institute of

Technology） 

 2:10 PM -  2:30 PM   

Cycle Sketch GAN: Unpaired Sketch to Sketch Translation Based on
Cycle GAN Algorithm 
〇Takeshi Kojima1 （1. Peach Aviation Limited） 

 2:30 PM -  2:50 PM   

Conditional DCGAN's Challenge: Generating Handwritten Character
Digit, Alphabet and Katakana 
〇Rina Komatsu1, Tad Gonsalves1 （1. Sophia University） 

 2:50 PM -  3:10 PM   

Sparse Damage Per-pixel Prognosis Indices via Semantic
Segmentation 
〇Takato Yasuno1 （1. Research Institute for Infrastructure Paradigm Shift (RIIPS)） 

 3:10 PM -  3:30 PM   



Design a Loss Function which Generates a Spatial configuration

of Image In-betweening

Paulino Crsitovao∗1 Hidemoto Nakada∗2∗1 Yusuke Tanimura∗2∗1 Hideki Asoh∗2

∗1 University of Tsukuba
∗2 National Institute of Advanced Industrial Science and Technology of Japan

Instead of generating image inbetween directly from adjacent frames, we propose a method based on inbetweening
in latent space. We design a simple loss function which generates a latent space that represent the spatial configu-
ration of image inbetween. Contrary to the frame based methods, this model can make plausible assumption about
the moving objects in the image and can capture what is not seen in the images. Our model has three networks,
all based on variational autoencoder, sharing same weights. We validate this model on different synthetic datasets.
We show the details of our network architecture and the evaluation results.

1. Introduction

For machines to become more intelligent and autonomous

is essential that they understand the world around them, by

being able to learn and understand the semantics present

in the data. One way to approach this issue is by us-

ing generative models. These models can learn the pat-

terns present in the data and generate new similar sample.

This work seeks to discover latent representations present

in data also design an objective function which generates

the spatial configuration of image inbetween. Image inbe-

tween attempts to generate image interpolation from nearby

frames. The generated image has to preserve the spatial

configuration of the moving objects. Up to now, optical

flow [Yi 15],[Mémin 98] and convolutional neural networks

[Amersfoort 17] have been proposed to generate image in-

terpolation. Both methods generate image inbetween di-

rectly from adjacent frames 1. The result is blur images

and loss of contextual information, also they cannot capture

what is not present in the the frames. When generating im-

age inbetween preserving the spatial location, shape, color

is relevant for some application, for this reason we design

a simple model that is able to preserve the contextual rep-

resentations of objects between nearby frames. This model

find scope in several areas such as movie and animation in-

dustries where they have to draw each individual frame and

in image inpaiting.

In section 2 we describe our proposed model to generate

image interpolation, in section 3, we show the results and

we present conclusion in the last section.

2. Proposed Method to Generate Im-
age Inbetween

2.1 Model Overview
Our model is based on generative models, which have

shown tremendous success in different field such as pattern

recognition, image classification, natural language process

Contact: paulinocristovao86@gmail.com

and reinforcement learning. The proposed approach uses

variational autoencoder to generate image inbetween.

(a) Existing Approach: Directly interpolate
image from other frames

(b) Latent Model Interpolation

Figure 1: Comparison between existing approach and our

2.2 Proposed Loss Function to Generate Im-
age Inbetween

Evaluating generative models means adjusting the inter-

nal weights of the network in order. to minimize an er-

ror measure. The error is usually given by a loss func-

tion. We optimize our network to minimize the distance

between the image inbetween and ground truth in latent

space. We follow a standard loss function for variational

autoencoder. The model has three VAE each with its error

function, we sum all errors function plus a an error function

caused by the difference between the average latent space of

the nearby frames and ground truth. We introduce a scalar

hyper-parameter that we call coefficient α (below equation).

The coefficient α is an adjustable parameter which express

how much is relevant the difference between the Z1 and Z’.

Next section we highlight the relevance of α.

1
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l(X0,X1,X2) = lVAE(X0) + lVAE(X1) + lVAE(X2)+

α(DKL(q(X1)||
q(X0) + q(X2)

2
))

2.3 Effects of Coefficient α
The adjustable hyper-parameter α modifies the tradi-

tional variational autoencoder objective function. It places

a restriction on the latent space. This coefficient constraint

the latent representations to generate a latent space which

represent the spatial configuration of inbetween objects in

the image. For α = 0 represents the traditional VAE, no re-

striction is placed in the latent model, increasing the value

of α means increasing restrictions on the latent representa-

tions.

When evaluating images, the motion of large objects seems

easy to evaluate however, evaluating small motion is more

complex. We aim to be able to detect small and large

changes between frames.

(a) α = 0 ,epochs=5000 (b) α = 100 ,epochs=5000

Figure 2: Inbetween Image: Red dots: Nearby Images; Green
dot: Inbetween Image

3. Experiments

3.1 Data Preprocessing
We used synthetic datasets. Two scenarios were tested:

first where the object has one variable influencing its rota-

tion which we name ”one degree of freedom” and second

having two variables ”two degrees of freedom”. The images

were reshape into size of 32x32. For training and testing

we randomly sample a triplet images by giving a certain

interval among the frames.

3.2 Network Implementation
The base of our model follows a variational autoencoders

(VAE), the network model has three VAEs 3, all sharing

same weights to reduce the number of hyper-paremeters.

The encoder has four convolutional layers, first layer (128

nodes), second(256 nodes), third (512 nodes), fourth (1024

nodes), kernel size = 4 and stride 2. The decoder has four

deconvolutional layers, first layer (512 nodes), second (512

nodes), third (256 nodes), fourth (64 nodes) with same ker-

nel size and stride. We input a triplet image. For this work

we ignore the output of the nearby frames 3.

Figure 3: Network implementation

3.3 Reconstruction
The goal is to test the location accuracy

In this section, firstly we qualitatively demonstrate that

our proposed model can reconstruct the input image. We

tested the reconstruction object location, shape and color.

Two scenarios is tested, on α equal to zero and α greater

than zero.

3.3.1 One degree of freedom

Below results are for testing. We note that after strong

coefficient α = 100, the reconstruction test misses some

features of the input data.

(a) α = 0, epochs=10000 (b) α = 100 ,epochs=10000

Figure 4: Teapot:1st row: Original Image, 2nd
row:Reconstructed Image. Red box shows imperfect ob-
ject reconstruction

3.3.2 Two degrees of freedom

We increase the complexity of the data, the rotation of

the object is influenced by two variables.

(a) α = 0, epochs=10000 (b) α = 100 ,epochs=10000

Figure 5: Teapot: 1st row:Original Image, 2nd
row:Reconstructed Image

3.3.3 Multiple Objects

The task of reconstructing 3 objects seems complex for

the model, since it has to capture the pattern of each object

and make correspondent matching while interpolating.

2
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(a) α = 0 ,epochs=10000 (b) α = 100 ,epochs=10000

Figure 7: Teapot-Testing: 1st row:first image, 2nd row: ground
truth, 3rd row: Inbetween Image, 4th row: second image. The
red square box shows that with α = 0 we have imperfect inbe-

tween, Blue box show the correct inbetween

(a) α = 0, epochs=15000 (b) α = 100 ,epochs=10000

Figure 6: Mulitple Objects: 1st row:Original Image, 2nd
row:Reconstructed Image

3.4 Image Inbetween
As the model was able to reconstruct its input image,

even with strong restriction placed in the latent space, next

we qualitatively demonstrate the image inbetween gener-

ated by our model 7. Using two nearby images with large

displacement from one image to other, with zero coefficient

the image inbetween does not preserve the accurate spatial

location of the object, increasing the coefficient the model

is able to generate the perfect image inbetween as we will

show in the next section.

3.4.1 One degree of freedom

We trained the framework with images or rotating on x-

axis with one degree of freedom. The testing size is 360, the

test images used in training and testing are distinct. The

images generated by our approach α = 100 presents a fair

inbetween 7.

3.4.2 Two and Six degrees of freedom

Previous examples we rotated the object in 360 degrees

on x-axis, i.e. with one degree of freedom. It is easy to find

the pattern of the data points as there are just 360 options

or angles. We increased the complexity of the images by

moving the object with two and six degrees of freedom. The

results for two degrees are credible 8, while for six degrees (3

objects), the model does not perform well on testing phase

9.

3.5 Quantitative Evaluation
The goal here is to evaluate the complexity of the dataset

in terms of its degree of freedom. We evaluate the same ob-

ject in one degree and two degrees of freedom. The results

indicates that the two degrees of freedom is more complex.

Its MSE gives higher values 10.

3.6 Linear Latent Space Interpolation
We sample pair of images x1 and x2 and project them

into latent space z1 and z2 by sampling from the encoder,

(a) α = 0 ,epochs=15000 (b) α = 100 ,epochs=15000

Figure 8: 2D Teapot-Testing: 1st row:first image, 2nd row:
ground truth, 3rd row: Inbetween Image, 4th row: second image.
The red square box shows that with α = 0 we have imperfect
inbetween, Blue box show the correct inbetween

(a) α = 0 ,epochs=15000 (b) α = 5 ,epochs=15000

Figure 9: Multiple Objects - Testing: 1st row:first image, 2nd
row: ground truth, 3rd row: Inbetween Image, 4th row: second
image

then linearly interpolate between Z1 and Z2 and pass the

intermediary points through the decoder to plot the input-

space interpolations. The objective is to estimate the con-

tinuity in the latent space. Below figures show the gener-

ated smooth interpolation of two nearby points. The latent

codes used to generate the nine intermediate images are

equivalent to (P=0.9, to 0.1): We observe smooth transi-

tions between pairs of examples, and intermediary images

remain credible 11. This is an indicator that this model is

not just restricting its probability mass exclusively around

training examples, but rather has learned latent features

that generalize well.

Linear latent space interpolation, indicate that there is

a continuity in the latent space which allows a smooth in-

terpolation. We show an example of 3 objects moving in

random direction 12, we linearly interpolate the latent space

and generate the possible trajectory between first frame and

last frame. This model can predict a long-term frames and

has the ability to capture their trajectory.

(a) one degree (b) two degrees

Figure 10: MSE loss

3
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Figure 11: Linear Long-term Interpolation: Face turning to left side

Figure 12: Linear Long-term interpolation of 3 objects, we see the smooth interpolation from first frame and the last frame.

4. Related Work

The intention of unsupervised methods is to uncover the

underlying latent representation of the data. Recent works

on VAE [Higgins 17][Chen 18] [Berthelot 18] focus in dis-

entangled the latent representations. This approach finds

great application in scenario where there is a need to dis-

tinguish different characteristics present in the data, for in-

stance, skin color, head pose, facial expression. A disentan-

gled representation can be useful for natural tasks that re-

quire knowledge of the salient attributes of the data, which

include tasks such as face and object recognition.

Our prosed model does not disentangle latent representa-

tions, it simply learn the pattern present in the data.

4.1 Improving Interpolation
While generating interpolation two fundamental charac-

teristics have to be preserved: intermediate points along

the interpolation are indistinguishable from real one and

provide semantic and smooth morphing [Berthelot 18] The

late characteristic is hard to achieve, for that reason

[Berthelot 18] purpose a model based in variational autoen-

coder which introduce a regularizer which encourages inter-

polated data points to appear more indistinguishable from

reconstructions of real data points. It is important to make

a clear distinguish between image interpolation generated

by latent model and our model. These latent model ap-

proaches cannot be used for our target application for the

following reason, the dataset used by these models present

some variation of the data, for instance in case of celebrity

dataset mentioned earlier, it has many factors such as ro-

tation of the head, skin color, age, gender, with or without

glasses. The dataset we used does not present such char-

acteristics in addition, we do not disentangle any specific

factor of variations, we simply put a restriction on the la-

tent model to generate an accurate image inbetween.

5. Conclusion

We present an alternative approach for generating an

image inbetween by giving nearby frames which are non-

consecutive images using a latent model. Our approach

changes the Naive VAE objective function by introducing

a hyper-parameter which constraint the latent representa-

tions. This model excels at predicting the image inbetwee

in addition the model generalizes well for different datasets.

For future, we will test this model on more complex data

such as: Complex physical models, such as linked arms.

Non-image data, for instance: text and audio data video i.e.

video with fast motions and more moving objects. Finding

better hyper-parameters between reconstruction and image

inbetween.
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[Mémin 98] Mémin, E. and Pérez, P.: Dense estimation and

object-based segmentation of the optical flow with ro-

bust techniques, IEEE Transactions on Image Process-

ing, Vol. 7, No. 5, pp. 703–719 (1998)

[Yi 15] Yi, C., Liyun, C., and Chunguang, L.: Moving

Target Tracking Algorithm Based on Improved Optical

Flow Technology, Open Automation and Control Systems

Journal, Vol. 7, pp. 1387–1392 (2015)

4

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3B3-E-2-01



One-shot Learning using Triplet Network with kNN classifier

Mu ZHOU∗1∗2 Yusuke TANIMURA∗2∗1 Hidemoto NAKADA∗2∗1
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We propose a triplet network with a kNN classifier for the problem of one-shot learning, in which we predict the
query images by given single example of each class. Our triplet network learns a mapping from sample images to
the Euclidean space. Then we apply kNN classifier on the embeddings generated by the triplet network to classify
the query sample. Our method can improve the performance of one-shot classification with data augmentation by
processing the images. Our experiments on different datasets which are based on MNIST dataset demonstrate that
our approach provides a effective way for one-shot learning problems.

1. Introduction

Deep learning has shown great achievement in various

tasks related to artificial intelligence such as object recog-

nition [Girshick 15], image classification [Kaiming 15], and

speech recognition [Yu 14]. However, huge amounts of la-

belled data is necessary for these deep neural network mod-

els to train on. In contrast, humans are capable of one-shot

learning, which is to learn a concept from one or only a

few training example, contrary to the normal practice of

using a large amount of data. This is evident in the case

of learning a new thing rapidly - humans have no problem

recognizing the new category with one or a few direct ob-

servation. However, it is a challenging task for machine to

solve the classification and recognition problem with very

few labelled training data.

2. Related work

Several studies have investigated few-shot learning and

one-shot learning, one special type neural network is

Siamese Neworks [Koch 15]. The idea of the Siamese Net-

work is based on distance metric learning which is to learn

the distance metric from the input space of training data by

a contrastive loss, then keep the samples belonging the same

class close to each other and separate the dissimilar sam-

ples. The similar one is Triplet Network [Hoffer 15] which is

composed of 3 parameter-shared convolutional neural net-

works.

Inspired by Siamese Networks and Triplet Networks,

we improve the Triplet Network and use a triplet loss

[Schroff 15] in our work. The loss function is to minimize

the distance between the data with same label and max-

imize the distance between the data with different label.

Before we get the embeddings trained on networks, we do

data augmentation on the training set with only one sam-

ple. Then we make the prediction to the embedded query

points by finding the nearest embedded support point by

using k-Nearest Neighbor classifier. The procedure of the

whole work is shown in Figure 1.

Figure 1: Prediction procedure.

3. Method

3.1 Triplet Network
In this research, we use the triplet network to learn the

distance metric from inputs of triplet images. The triplet

network is a horizontal concatenation triplet with 3 iden-

tical Convolutional Neural Networks (with shared parame-

ters), these ConvNets are trained using triplets of inputs.

The input triplet ( �xa, �xp, �xn) is composed of an anchor in-

stance �xa, a positive instance �xp (same class as the anchor),

and a negative instance �xn (different class from the anchor).

The network is then trained to learn an embedding function

f(x) called triplet loss. The model architecture is shown in

Figure 2.

3.1.1 Convolutional Networks

A series of breakthroughs in image classification came

with the introduction of Convolutional Neural Networks

(CNNs or ConvNets), where the image is input into a nested

series of functions and convolved with filters, then output

as feature vector. In our method, the ConvNet has 4 convo-

lutional layers and is used as an embedding function. The

ouput is passed through a fully connected layer resulting in

a 128-dimensional embedding. In addition, we use ReLU

as an activation function which is a common choice, espe-

cially for convolutional networks. The architecture of this

ConvNet is as following:

• 1x{5x5-conv.layer (32 filters), 5x5-conv.layer (32 fil-

ters), batch normalization, max pool(2, 2), leaky relu,
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Figure 2: Triplet Network Model.

Figure 3: Triplet Loss Function.

dropout(0.25)},

• 1x{3x3-conv.layer (64 filters), 3x3-conv.layer (32 fil-

ters), batch normalization, max pool(2, 2), leaky relu,

dropout(0.25)},

• 1x{fc-layer, batch normalization}.
3.1.2 Triplet Loss

Although we did not compare it to other loss function,

we believe that the triplet loss is more suitable for this net-

work, and triplet loss layer could improve the accuracy of

ConvNets. A triplet loss is used to learn an embedding

space for the images, such that embeddings of same class

are close to each other, while those of different class are far

away from each other. For the distance on the embedding

space d, the loss of a triplet ( �xa, �xp, �xn) is:

L = max(d(xa, xp)− d(xa, xn) + α, 0)

where α is a margin that is enforced between positive and

negative pairs[Schroff 15]. In our research, the triplet loss

minimizes the distance between the anchor and the positive,

both of which have the same identity, and maximizes the

distance between the anchor and a negative of a different

identity, as shown in Figure 3.

3.2 kNN Classifier
The k-Nearest Neighbors algorithm is one of the sim-

plest way to perform classification. Most kNN classifiers

use Euclidean distances (also known as L2-norm distance)

to measure the similarities between the instances which are

represented as vector inputs. The L2-norm distance is as

following:

d(�x, �y) =

√√√√
n∑

i=1

(xi − yi)2

In our research, after we trained the dataset (both train

and test dataset) on the Triplet Network, we obtained the

embeddings of the data, each of which is a 128-dimensional

feature vector. Then we used PCA (Principal component

analysis) to reduce the dimension of the feature vectors.

Since these vector embeddings are represented in shared

vector space, we can calculate the similarity between the

vectors by using the vector distance. Finally we used kNN

classifier to calculate the distance between the test point

and all the training points by giving the feature vector of

labelled training and unlabelled test data. We gained the

best choice of k and choose the corresponding classification

that appears most frequently as the predictive class.

3.3 Data Augmentation
Data augmentation is the most common solution for one-

shot learning, since it can help to increase the amount of

relevant data in the dataset and boost the performance of

neural networks. In our research, we augmented the im-

ages in the training dataset. As a result, a large amount

of training images was created, through different ways of

processing or combination of multiple processing, such as

random rotation, shifts and shear, etc.

4. Experiment

4.1 Dataset
MNIST database (Modified National Institute of Stan-

dards and Technology database) is a large database of hand-

written digits that is commonly used for training various

image processing systems. The MNIST database contains

60,000 images for training and 10,000 images for testing.

Figure 4 presents some of the digits from MNIST dataset.

4.1.1 Initial Dataset

To setup the training dataset, we chose whole digit im-

ages with label 0 to 4, while we randomly selected simple

digit image with the label 5 to 9 from the MNIST dataset.

This initial dataset was used for our comparison experi-

ment. The count of each label on initial training dataset is

shown in Figure 5.

4.1.2 Augmented Dataset

In addition to the initial dataset, we generated another

training dataset by the technique of data augmentation.

In our experiment, we augmented the single image. Due

to the limitation of some digit images, (i.e. digit 9 may

be recognized as digit 6 after the 180-degree rotation,) we

did the random rotation operation with only 30 degrees

combined with random zoom and random shifts. To ensure

similar appearance of the amount of each label, we enlarged

the images several times with similar amount. The count of
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Figure 4: Samples from MNIST dataset.

Figure 5: The initial dataset.

each label on augmented training dataset is shown in Figure

6.

4.2 Triplet Selection
Input triplets for Triplet Network were generated in two

ways. One kind of triplets was produced by the augmented

dataset, while another one was created by the initial dataset

which was not augmented. For the first type, we randomly

selected 1 sample (used as the anchor instance) from the

dataset, then chose another one (used as the positive in-

stance) from the same label. Then we randomly obtained

the other sample (used as the negative instance) from any

other label. Finally, we concatenated them as a triplet pair.

However, for the other type created by initial dataset, we

used the same image as the positive instance to overcome

the limitation of lack of samples.

4.3 Results
We evaluated the performance of our model on above two

datasets - initial dataset and augmented dataset, in order

to judge the effectivity of data augmentation. To estimate

the performance on Triplet Network in comparison to other

model, we applied the CNN model on one-shot classification

with the augmented dataset, as is mentioned above.

We obtained the embeddings of training points and test

Figure 6: The augmented dataset.

Figure 7: Embed-

ding visualization

of training points.

Figure 8: Embed-

ding visualization

of test points.

points from the Triplet Network, and we did visualization

using t-SNE technique, as shown in Figure 7 and Figure 8.

With these training points and test points, we evaluated the

accuracy with different k ranging from 1 to 30, and selected

the best choice of k. Figure 9 presents the accuracy of kNN

classifier for different choice of k with augmented dataset in

our Triplet Network model, and we get the best k (k=11)

in this experiment. We predicted the label of test points

with best k, and compared with the true label. The results

are shown in Table 1, which present the accuracy of the test

dataset with 1-shot classes (label 5 to label 9).

In our experiment on Triplet Network, the accuracy of the

test dataset is 46.8% for 1-shot classes, while the accuracy

Figure 9: Accuracy of kNN classifer for different choices of

k.
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Figure 10: The result on TripletNN with initial dataset.

Figure 11: The result on TripletNN with augmented

dataset.

is only 9.8% in the comparison experiment. This result

suggests that data augmentation make sense and can obtain

better prediction result than without data augmentation.

In addition, the Triplet Network gives a better performance

than the CNN model in this experiment.

Figure 10 and 11 show the results between actual labels

and predicted labels in both datasets using Triplet Network.

With regard to the accuracy of digit 9, it gets a low score

since most of digit 9 are recognized as digit 4. This result

implies that most written digit 9 are significantly similar to

written digit 4, and the machine may not recognize them

precisely with simple sample.

Method (dataset)
Accuracy

5 6 7 8 9 Average

TripletNN (not Agumented) 14% 18% 11% 6% 0% 9.8%

CNN (Augmented) 25% 26% 16% 24% 13% 20.8%

TripletNN (Augmented) 42% 56% 66% 56% 14% 46.8%

Table 1: Results of 1-shot classes.

5. Conclusion

In this work, we described how a Triplet Network model,

inspired by the Siamese Network based on distance metric,

can be used for one-shot learning. We used the embed-

dings of training points trained on kNN classifier and pre-

dict the label with the embedding of testing points by the

classifier. We obtain significant improvement by the effec-

tiveness of data augmentation. Of the 3 approaches tested,

we achieved best results by augmenting the initial dataset

with Triplet Network model. While in the contrast experi-

ment on CNN model, data augmentation resulted accuracy

of 20.8%. However, the experiment on Triplet model with

initial dataset resulted accuracy of 9.8%, where almost all

the data trained with 1 sample can not be recognized. This

study therefore indicates that the benefits gained from data

augmentation may work well on one-shot learning problem.

Although our experiment demonstrate a great improve-

ment, the results are subject to certain limitations. For

instance, since the differences between digit 9 and digit 4

are unable to be separated, most of digit 9 are recognized

as digit 4 in the experiments. In addition, due to the com-

putational constraint, our experiments were unable to ex-

plore how our approaches work on other much larger and

complex datasets. Therefore, future work should focus on

how to distinguish the difference between written digit 9

and digit 4 and how to enlarge the metric distance between

digit 9 and 4. Furthermore, future studies need to be car-

ried out in order to validate whether our approach does

indeed help to solve the one-shot learning on other large

and complex datasets, such as Fashion MNIST, Omniglot,

Mini-Imagenet and e.t.
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Cycle Sketch GAN: Unpaired Sketch to Sketch Translation

Based on Cycle GAN Algorithm

Takeshi Kojima

Peach Aviation Limited

Unlike pixel image generation, sketch drawing generative model outputs a sequence of pen stroke information.
This paper proposes Cycle Sketch GAN: the first model that learns to translate a sketch drawing from source
domain to target domain in the absence of paired dataset. Based on Cycle GAN algorithm, this model uses
Transformer Encoder architecture in generators. Transformer Encoder feeds the input stroke information in source
domain and generates the parameters for output distribution, from which the stroke information in target domain
is sampled by reparameterization trick. The negative log likelihood of the distribution is used as cycle consistency
loss. This model is trained and evaluated by some QuickDraw datasets. Qualitative evaluation shows that this
model can practically translate sketch drawings from source domain to target domain. Quantitative evaluation by
user study showed that 42 % of the translated sketches is recognizable compared to 71 % of the human sketches.

1. Introduction
Unlike pixel image generation, sketch drawing generative model

outputs a sequence of pen stroke information (See section 2.1 for

details). Some recent researches focused on creating sketch draw-

ing generative model [Ha 18][Song 18] by neural network. How-

ever, the research of sketch to sketch translation, which aims to

transform a sketch from source domain to target domain especially

without supervised dataset, was not yet conducted.

This paper proposes Cycle Sketch GAN: the first model that

learns to translate a sketch drawing from source domain to target

domain in the absence of paired dataset. Specifically, this unsuper-

vised learning model can change a sketch drawing’s partial shapes

characteristic to source domain into ones characteristic to target

domain while keeping the common features unchanged (See an ex-

ample in Fig.1). To train this model, we need to prepare 2 domain

datasets, but each data in one domain does not need to have paired

data in the other domain. This model is based on Cycle GAN

algorithm[Zhu 17]. However, several changes are implemented to

solve the following 2 problems specific to sketch drawing process.

The first problem of unsupervised sketch to sketch translation

is that the sketch drawing is a process of generating a sequence

of stroke vector representations. Therefore, Convolutional Neural

Network(CNN), which is used in basic Cycle GAN, should not be

used for this solution. Cycle Sketch GAN solves this problem by

using Transformer[Vaswani 17] Encoder architecture in a genera-

tor. Transformer has self-attention mechanisms and recently suc-

ceeded in improvements of several sequential data processing tasks

mainly in NLP. Note that Transformder Decoder is not used in this

paper because we have no supervised data. Instead, Transformer

Encoder feeds input and directly generates sequential outputs.

The second problem is that drawing sketch requires the accurate

generation of strokes. Therefore, cycle consistency loss function

has to be like the form of reconstruction loss as in [Ha 18], instead

of L1 or L2 Norm. Cycle Sketch GAN solves this problem as

follows: Transformer Encoder feeds the input stroke in source do-

main and generates the parameters for output distributions. Stroke

Contact: t.kojima@flypeach.com

Figure 1: A visualized example of sequential stroke output process

by Cycle Sketch GAN. This model can learn to translate a sketch

drawing from source domain (Top: bucket) to target domain (Bot-

tom: cup) in the absence of paired datasets. The common feature

between 2 drawings (the body of bucket and cup) is unchanged.

information in target domain is sampled from the distribution by

reparameterization trick to enable backpropagation for the train-

ing. The negative log likelihood of the distribution is used as cycle

consistency loss to improve accuracy.

2. Methods
2.1 Data Format

Based on [Ha 18], the data format of a sketch drawing

for this model is a sequence of pen stroke actions s =

(s1, ....si, ..., sNmaxs
), where si = (Δxi ,Δyi , p1i, p2i, p3i).

Δxi ,Δyi are the offset distance of ith pen movement in the direc-

tion of x axis and y axis. p1i, p2i, p3i are binary one-hot vector of

3 possible states at ith movement∗1. p1i is an indicator that the pen

is touching the paper for the ith pen movement. p2i is an indicator

that the pen is lifted from the paper for the ith pen movement. p3i
is an indicator that the drawing has ended. In case of p3i = 1, Δxi

and Δyi are defined to be 0.

2.2 Generator Architecture
This model uses Transformer[Vaswani 17] Encoder architecture

as a generator to translate a sketch drawing stroke representation of

domain SA to domain SB , and vice versa. Specifically, sA ∈ SA

is fed into one generator and translated to s̃B ∈ SB . In the same

way, sB ∈ SB is fed into the other generator and translated to

s̃A ∈ SA. The architectures of these 2 generators are the same.

This section omits the subscript A and B for simplicity.

∗1 [Ha 18] defines p1i, p2i, p3i as binary one-hot vector of 3 possible

states at i+ 1th movement.
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Figure 2: Overall image of Cycle Sketch GAN

The input s is concatenated with Positional Encoding

[Vaswani 17] whose dimension size for ith position is NPE
∗2.

The concatenated representation is fed into Transformer Encoder

as input. Transformer Encoder has NTLmultiple stacked layers,

each of which consists of NTA multi-head attentions and a feed-

forward network with dimension size of 4NTA, followed by a

position-wise linear projection for the output below.

(μx, μy, σ̂x, σ̂y, ˆρxy, q1, q2, q3)1

.... (μx, μy, σ̂x, σ̂y, ˆρxy, q1, q2, q3)Nmaxs

= TransformerEncoder([s;PE]) (1)

As described in [Ha 18], (μx, μy, σ̂x, σ̂y, ˆρxy) are defined as

the parameters for a bivariate normal distribution to describe Δx

and Δy. (q1, q2, q3) are the categorical distribution parameters to

model the ground truth data (p1, p2, p3). The following nonlinear

functions are required to ensure that standard deviations are non-

negative, that the correlation values are limited between -1 and 1.

σx = exp(σ̂x), σy = exp(σ̂y), ρxy = tanh( ˆρxy) (2)

The reparameterization trick for bivariate normal distribution is

applied using (μx, μy, σx, σy, ρxy) to sample single value for each

ith pen movements.[
Δ̃xi

Δ̃yi

]
=

[
μxi

μyi

]
+ Li

[
εxi

εyi

]

where Li =

[
σxi 0

ρxyiσyi

√
1− ρxyi

2σyi

]

εxi , εyi ∼ N(0, 1), εxi , εyi ∈ R (3)

Li is a lower triangular matrix after cholesky decomposition of

covariance matrix of bivariate normal distribution.

∗2 Considering the case NPE > 5, we use concatenation instead of

addition.

Categorical reparameterization for (q1, q2, q3)i = qi is also ap-

plied by using Gumbel Softmax[Jang 17] with temperature τ .

q̃i = softmax((qi + gi)/τ)

where gi = − log(− log(ui))

ui ∼ Uniform(0, 1), ui ∈ R
3

(4)

In order to deceive discriminators as much as possible, gener-

ators calculate the following position-wise conditional operation

before the data is fed into Discriminator.

s̃i =

{
(0, 0, q̃1, q̃2, q̃3)i if max(q̃1i, q̃2i, q̃3i) = q̃3i

(Δ̃x, Δ̃y, q̃1, q̃2, q̃3)i otherwise

(5)

Here, for simplification, the sequence of functions (1) and

(2) can be defined as t = (t1, ..., ti, ..., tNmaxs
) = G(s),

where ti = (μx, μy, σx, σy, ρxy, q1, q2, q3)i. The sequence

of functions (3), (4) and (5) can also be defined as s̃ =

(s̃1, s̃2, ..., s̃i, ..., s̃Nmaxs
) = H(t). By using these expressions,

2 generators can be defined as:

s̃B = HB(GB(sA)), s̃A = HA(GA(sB)) (6)

Note that the function HA(·), HB(·) does not contain any neural

networks to be optimized.

2.3 Discriminator Architecture
The discriminator D is a multilayer convolutional neural net-

work with instance normalization. Specifically, the discriminator

regards the input s or s̃ as an image with height=Nmaxs , width=5

and depth=1. The jth layer of D convolves the input of the layer

with kernel size (NDk−heightj , NDk−weightj ) and stride size =

NDsj without padding, and outputs the tensor with channel size

NDcj , followed by instance normalization and activation. As an

exception, the first layer and final layer does not have instance nor-

malization. The final layer also has no activation function due to

the restriction of the architecture of the discriminator in improved

Wasserstein GAN optimization process [Gulrajani 17]. 2 discrim-

inators, DA for data A and DB for data B are implemented with

the same architecture described above.

2.4 Objective function
The objective function of this model contains adversarial losses

and cycle consistency losses for both domains[Zhu 17]. As for

the adversarial loss, this model uses improved Wasserstein GAN

[Gulrajani 17] instead of the normal GAN [Goodfellow 14] to

avoid mode collapse and to stabilize the training. The adversar-

ial loss for data A is:

LA
GAN (GA, DA, SB , SA)

= EsB [DA(HA(GA(sB)))]− Es̈A [DA(s̈A)]

+ gradient penalty for WGAN-GP

where s̈A = noise(sA) (7)

noise(·) is a function that adds random noises U(−0.01, 0.01)

into (p1, p2, p3), and also into (Δxi ,Δyi ) if q3i = 1 to prevent

D from concentrating too much on discrete variables. The same as

true for the adversarial loss of data B, LB
GAN (GB , DB , SA, SB).

As for cycle consistency loss of data A, firstly the following

cycled parameters are introduced.
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(t̃A,1, ..., t̃A,i, ...t̃A,Nmaxs
) = GA(HB(GB(sA)))

where t̃A,i = (μ̃A
x , μ̃

A
y , σ̃

A
x , σ̃

A
y , ρ̃

A
xy, q̃1

A
, q̃2

A
, q̃3

A
)i (8)

Then, cycle consistency loss for data A is expressed as follows:

LA
cyc(GA, GB , SA)

= EsA

[
− 1

Nmaxs

Ns∑
i=1

log
(
N (ΔxA

i ,ΔyA
i | w̃A

i )
)

− 1

Nmaxs

Nmaxs∑
i=1

3∑
k=1

pkA
i log(qk

′A
i )

]

where w̃A
i = (μ̃A

x , μ̃
A
y , σ̃

A
x , σ̃

A
y , ρ̃

A
xy)i

q1
′A
i , q2

′A
i , q3

′A
i = softmax(q̃1

A

i , q̃2
A

i , q̃3
A

i ) (9)

N (ΔxA
i ,ΔyA

i | w̃A
i ) is the probability distribution function

for a bivariate normal distribution. Ns is the point of last stroke

in the sketch. This cycle consistency loss function is the same as

the reconstruction loss function of [Ha 18] except that the distri-

bution of (Δx,Δy) is not modeled as a Gaussian mixture model

(GMM). It can be said that the function is a special case of GMM

size = 1. The same as true for the cycle consistency loss for data

B, LB
cyc(GB , GA, SB).

The final objective function is:

L(GA, GB , DA, DB) = LA
GAN (GA, DA, SB , SA)

+ LB
GAN (GB , DB , SA, SB)

+ λLA
cyc(GA, GB , SA)

+ λLB
cyc(GB , GA, SB) (10)

We aim to solve:

G∗
A, G

∗
B = arg min

GA,GB

max
DA,DB

L(GA, GB , DA, DB) (11)

3. Experimtents
3.1 Dataset

To evaluate Cycle Sketch GAN, full size of ”Sketch-RNN

QuickDraw Dataset” is used. QuickDraw Dataset contains hun-

dreds of classes of sketch drawings. Each class is a dataset of more

than 70K training samples and 2.5K test samples. In this paper, the

following 6 classes are picked up from QuickDraw and made pairs:

(bucket, cup), (suitcase, envelope), (sock, rollerskates). Note that

each data in one class does not have paired data in the other class.

The data format is changed according to section 2.1.

This experiment only uses the data whose size of the stroke ac-

tions does not exceed Nmaxs = 50. Moreover, in order to equalize

the training dataset size between paired classes, training data were

randomly sampled from the class whose dataset size is larger than

the other.

3.2 Implementation details
As for generators, the dimension size of Positional Encoding

is set to be NPE = 251. Transformer layer size is NTL =

12, and the multihead attention size is NTA = 4. As for the

Discriminator, the hyper parameter values are set as followed:

(NDk−height1 , NDk−weight1 , NDs1 , NDc1) = (5, 5, 1, 128)

(NDk−height2 , NDk−weight2 , NDs2 , NDc2) = (10, 1, 2, 256)

(NDk−height3 , NDk−weight3 , NDs3 , NDc3) = (10, 1, 2, 512)

(NDk−height4 , NDk−weight4 , NDs4 , NDc4) = (5, 1, 1, 1).

Figure 3: The original sketches by human (Row A, B) and the

translated sketches by Cycle Sketch GAN (Row B’, A’).

All the activation functions in generators and discriminators are

Leaky-ReLU activation. The temperature τ of Gumbel Softmax is

set to be 1. λ in the final objective function is also set to be 1.

While training, minibatch SGD is used and the Adam optimizer

is applied for the optimization process with β1 = 0 and β2 = 0.9

[Gulrajani 17]. The learning rate is fixed with 0.00005 during the

training. The minibatch size is 128 and the iteration size is 30000

for generators. Discriminators and generators are mutually trained

with the number of iterations of Discriminators per iteration of

generators be set 5[Gulrajani 17].

Before generators feed data, the offsets (Δx,Δy) in each

classes is normalized using a single scaling factor [Ha 18] to adjust

the offsets in the training set to have a standard deviation of 1. The

test dataset is also normalized by that single scaling factor which

is calculated by the training set of the same class.

2 types of data augmentation are applied into the training

data for every iteration[Ha 18]. The first one is to stretch Δx

and Δy respectively by multiplying random value drawn from

U(0.85, 1.15). The second one is to drop out strokes by dropping

each point within line segments with a probability of 0.1.

Residual Dropout[Vaswani 17] is applied into Transformer En-

coder with dropout rate = 0.1 during the training. At inference

time, the dropout rate = 0, and also εx, εy, g = 0 in the repa-

rameterization trick to produce the optimal translated drawings

s̃B
∗ = HB(G

∗
B(sA)) and s̃A

∗ = HA(G
∗
A(sB)).

3.3 Results
3.3.1 Qualitative Evaluation

3 Cycle Sketch GAN models are trained by using 3 dataset pairs

in QuickDraw (See section 3.1). Fig. 3 shows some examples of

the translated sketch drawings from test data by the trained models.

A and B rows are the randomly chosen sample drawings from

each class test datasets. The drawings in B′ rows are respectively

the translated sketch drawings from the above A drawings. The

3
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Figure 4: The stroke order of an original sketch by human (A, B)

and the translated sketch by Cycle Sketch GAN (B’, A’).

same is true for A′ and B. It shows that the common features

are unchanged between the test sample drawing and the translated

drawing, but the partial shapes characteristic to source domain are

successfully transformed into ones characteristic to target domain,

although some samples are failed to be translated.

Fig. 4 compares the order of the strokes between some test sam-

ple data and the translated data. Each row describes the snapshots

of the strokes at the point of i = 6, 12, 18, 24, 30, 36, 42, 48 from

the left to right. It clearly shows that the stroke order between

original sketch and translated sketch are very similar from the start

until some point. After that point, the stroke becomes different to

express the characteristic feature for each domains.

3.3.2 Quantitative Evaluation

Class Cycle Sketch GAN Human

bucket 32.8(±30.5) 57.6(±25.9)

cup 43.0(±28.5) 75.2(±31.3)

suitcase 49.0(±30.3) 54.4(±27.0)

envelope 63.1(±23.1) 85.8(±18.7)

sock 38.4(±26.1) 71.8(±23.9)

rollerskates 30.8(±14.8) 82.0(±14.7)

Average 42.9 71.1

Table 1: User survey result

User study was also conducted on Amazon Mechanical Turk

(AMT) to test the quality of translated sketch drawings. For

each class, the survey results were collected from 20 participants.

Specifically, participants see drawings one by one, and were asked

”Do you think the drawing is (class name) ? ”. Participants clicked

on ”yes” or ”no” for the answer. For each dataset class, 55 draw-

ings are surveyed, which consists of 25 of real sample sketches by

humans, 25 of translated sketches by Cycle Sketch GAN, and 5

of trials (apparently irrelevant class sketches to check whether the

participant’s response was reliable or not). The order of showing

these drawings are randomized.

Table. 1 shows the survey result, which lists the average per-

centage (and the standard deviation) of answering ”yes” for each

class surveys. Overall, 42 % of the translated sketches is recogniz-

able compared to 71 % of the human sketch. There is apparent that

some easy sketches such as envelope got higher recognition rate,

while some complex sketches such as rollerskates got lower rate.

4. Conclusion and Future Work
This paper proposed Cycle Sketch GAN, the first model that

learns to translate a sketch drawing from source domain to target

domain in the absence of paired dataset. Qualitative and quan-

titative evaluation by some QuickDraw datasets demonstrates the

effectiveness of this model. As a future work, the model needs to

be improved to be able to translate complicated sketch drawings

with higher quality. Using GMM as output distributions, or us-

ing Encoder-Decoder architecture as generators such as Seq2Seq

might be effective. Furthermore, there might be a possibility that

this unsupervised learning approach can be applied into other tasks

that requires sequential data generation, such as unsupervised lan-

guage translation[Lample 18], even though we need quite a lot of

model changes and improvements.
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Conditional DCGAN’s Challenge: 

Generating Handwritten Character Digit, Alphabet and Katakana 
 Rina Komatsu*1 Tad Gonsalves*1

*1 Sophia University 

Developing deep learning models has a great potential in assisting human tasks involving design and creativity. This study 
deals with generating handwritten characters using deep learning techniques. The task is not simply generating images 
randomly, but generating them conditionally, making a distinction according to the UI designates. To solve this task, we 
constructed the Conditional DCGAN model which includes the techniques from DCGAN and Conditional GAN. We tried 
training the models to be able to generate conditional images by adding label information as input to the Generator. Deep 
learning experiments were performed using 141319 training data consisting of 96 kinds of characters including digits, Roman 
alphabets and Katakana. The Generator trained by inputting random noise concatenated with the 96 kinds of characters, could 
generate each kind of character by just adding the appropriate label information. 

Figure 1. Proposed Conditional DCGAN which generates conditional handwritten characters 

1. Introduction 
Of late, more and more Deep Learning techniques which deal 

with generating images are been developed and as a result 
realistic images are being generated. In addition to being able to 
generate images that are realistic, the potential of deep learning is 
immense, such as supplementing blank areas and learning to 
imitate styles of famous painters to create artistic images. 

To further test the potential of deep learning, we tried 
generating handwritten characters by developing a model called 
Conditional DCGAN which combines DCGAN with cGAN 
(Conditional GAN). A conditional label is added as additional 
input along with the image input to the model. The target kinds 
of character we dealt with in this study are not only digits, but 
also alphabets and katakana (Japanese script) and some special 
characters. The goal of this study is generating handwritten 
characters by making a distinction among more than 90 different 
kinds of them. 

 In our experiment, we obtained results by changing the 
dimensions of the random noise which is part of the input for the 
models. It can be inferred from our results that when the number 
of dimensions of noise falls below the number of labels, the 
model cannot generate images that are likely to be characters; 
and on the other hand, if the number of types exceeds 90, the 

model can generate the specified characters. 

2. Related Work 
 We construct the model (the architecture shows in Figure 1) 

based on the techniques from DCGAN and cGAN. This section 
introduces generating method: GAN and DCGAN, also introduce 
cGAN to generate conditional images. 

2.1 GAN & DCGAN 
GAN: Generative Adversarial Net [Ian J. Goodfellow, 2014] is 

a generative network model that generates images by training a 
Generator and a Discriminator that are tied together in an 
adversarial relationship. The Generator plays the role of 
generating images from a given probability density distribution 
with random noise input, while the Discriminator plays the role 
of distinguishing the real input data from the fake data generated 
by the Generator.  However, GAN has the weak points that the 
probability density distribution Generator learns is unable to 
indicate clearly and training Generator and Discriminator tend to 
unstable [Naoki Shimada et al, 2017]. 

DCGAN: Deep Convolutional Generative Adversarial 
Network [Alec Radford et al, 2015] is a generative model 
designed to solve this weak point by employing stable learning 
techniques such constructing fractional-strided convolution in 
Generator and strided convolution in Discriminator, in addition, 
instead of pooling layers, adapting batch normalization [Sergey Contact: Rina Komatsu, Faculty of Science & Technology, 

Sophia University, Tokyo, Japan, r_komatsu@outlook.com
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Ioffe et al, 2015] to each layer and so on. The Generator in 
DCGAN extends the information through upsampling from 
random noise input, while the Discriminator extracts feature 
maps through convolutions. As a result, DCGAN succeeds in 
generating more realistic images than GAN. 

About how to calculate Loss GAN and DCGAN utilize 
Discriminator’s output in loss function shown in formulae (1) 
and (2) to update each the parameters of each model. Formula (1) 
is loss function for Discriminator and (2) is the one for Generator. 
If the Discriminator learns good work in distinguishing, then 
log(D(x)) increases and 1-log(G(z)) decreases on the contrary. 
On the other hand, if the Generator reaches a matured level that 
deceives the Discriminator, then log(D(z)) increases. 

(1) 

 (2) 

where, 
x is the training sample data, and 
G(z) is the Generator’s output from random noise z. 

2.2 cGAN: Conditional GAN 
cGAN: Conditional GAN [Mehdi Mirza et al, 2014] is the 

generative model which can output designated images by adding 
auxiliary information (represented as one-hot vector) such as a 
label corresponding with the kinds or modality to Generator after 
finishing training in the Generator and Discriminator. 

Figure 2 shows a simplified structure of Conditional 
Adversarial Nets dealing with the auxiliary information. Random 
noise z and an auxiliary information y are input to the Generator 
combined forward to hidden layer. These jointed data help the 
Generator to suggest the probability density distribution to which 
the training sample data belongs. Also, training sample data x or 
generated ones G(z|y) and y are input to Discriminator combined 
in same. 

Figure 2. Simple Structure of Conditional Adversarial Net 
(adapted from Figure 1 in [Mehdi Mirza et al, 2014]) 

2.3 Conditional DCGAN (Constructed model in this 
study) 

Figure 1 is the structure of proposed model in this study 
through trial and error finding stable training between Generator 
and Discriminator relatively quickly. In section 4 “Result” 
introduces the result using the Generator in this architecture. 

Explaining details in this proposed model, Generator and 
Discriminator have the common factor that there is additional 

input named the auxiliary information represented one -hot (In 
this study, the auxiliary information is replaced to the label 
information related with the kind of characters). In Generator, the 
random noise z which consists of the number of dimensions nz 
and label information c are merged and input to Liner layers, 
then proceeded to up-sampling as output G(z,c) by deconvolution. 
In Discriminator, c is transposed to channel representation c’ 
since Discriminator’s input is represented with channel like 
training sample data x or G(z,c), then merged them and extract 
feature maps by convolution. When proceeded to convolution, 
input in each layer is added some noise for stable learning 
[Martin Arionsky et al, 2017].  

Generator, Discriminator Loss is obtained by using the output 
from Discriminator like GAN and DCGAN. Formula (3) is loss 
function for Discriminator and (4) is the one for Generator.

(3)

 (4)

3. Experiment 

3.1 Handwritten character dataset 
As the target for handwritten character dataset, we used ETL-1 

Character Database [Electrotechnical Laboratory, 1973-1984] 
from Electrotechnical Laboratory (succeeding organization: 
National Institute of Advanced Industrial Science and 
Technology). 

In the ETL-1 Character Database, the handwritten character 
images are grayscale and have a unified size of 64×63. The 
dataset contains 96 different characters: 10 Arabic numerals, 26 
large alphabets, 12 special characters and 48 katakana letters. 
These handwritten characters were collected from 1445 writers, 
by making each writer write one character at a time on an OCR 
sheet. The total number of samples collected were 141,319.  

In the training process of the Generator and the Discriminator, 
we treated this dataset as training sample data x. 

3.2 Experiment Environment 
 The training of the Generator and Discriminator to distinguish 

96 different kinds of characters is implemented in the Python 
programming language and Chainer deep learning library [Seiya 
Tokui et al, 2015]. We also used NVIDIA GeForce GTX 1080 Ti 
graphic boards to speed up the training as much as possible. 

3.3 Experiment Setup 
As an initial setting, the whole training sample images are 

resized to 64×64 and set the weight decay parameter λ= 0.00001. 
The following steps count as 1 epoch. We repeated training the 

Generator and Discriminator for 100 epochs, every time 
employing a minibatch size 50. 

Step 1: 
This step consists in preparing the Generator’s input, random 
noise and the label information. Random noise z is generated 
from uniform random distribution in the range [-1, 1], setting the 
number of dimensions as nz. Label information c is represented 
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with one-hot vector corresponding to the ID related to each type 
of character. The data shape of c becomes (batch size, label num, 
1). 
Step 2: 
The z and c inputs are merged into the Generator to generate the 
output data G(z, c). 
Step 3: 
To the Discriminator, G(z,c) as fake data is input merged with c’
which is represented in channel from c (The data shape of c’
becomes (batch size, label num, h, w)). Next, the training sample 
data x is input merged with c’. 
Step 4: 
From the Discriminator’s output, Generator and Discriminator 
Loss is calculated and the relevant parameters are updated in 
each model. As an optimization function, we employed the 
Adam function [Diederik P. Kingma et al, 2014]. The Adam 
function parameters in the Generator and Discriminator network 
models which assisted stable training in our study are shown in 
Table 1. 

Table 1: Adam function parameters 
Parameters 1

Generator 0.001 0.5 
Discriminator 0.0002 0.5 

4. Result 
Using the Generator in our Conditional DCGAN, this section 

introduces the generated result changing nz
=32,64,96(corresponding to the number of character kinds), 
256,1024 and 4096(same to whole image size we set). 

4.1 Generating conditional handwritten characters 
To make sure the Generator output handwritten characters 

designating c, we prepared 5 kinds of characters. Figure 3 shows 
each kind of handwritten character image picked up from 
training sample data. 

Figure 3. The targets for generating (picked up from ETL-1 
Character Database) 

Figure 4 is the result generated by using Generators of varying 
nz values. In the images depicted in Figure 4, vertical axis means 
the output changing label information and horizontal axis means 
the output using different random noise z. 

From the results in nz=32,64 and 96, we can see that there are 
outputs which are likely handwritten characters, but they do not 
reflect the label information. Most output were the handwritten 
character not belong to the kind in training sample data. Also, 
same images are generated although changing z.  

On the other hand, in Generator with nz set to 256, 1024, 4096, 
it is possible to generate by reflecting the designation of target 
character type. Thus, there is no confusion between similar 
characters such as "8" and "S", " " and " " which are similar in 
shape. Moreover, in the result of changing the random noise, it 
was possible to generate an image in which its peculiarity 
appeared rather than a similar image, such as when the character 
is large or small, or the thickness of the line is different. 

Moreover, it was able to generate distinct characters despite the 
size being smaller (nz = 256; image size: 64 × 64). 

Figure 4. Conditional output from Generator changing nz 

4.2 Loss changes in Generator and Discriminator 
The Loss specific to the Generator and Discriminator for each 

epoch is shown in Figure 5. 

Figure 5. Loss changes from epoch 1-100. 

As can be seen in Figure 5, in the model nz = 32,64,96, as the 
epochs progressed, the Generator Loss steadily increased, while 
the Discriminator loss gradually decreased near to 0. The 
difference in loss between Generator and Discriminator at epoch 
wider than the ones in conditional image generation. This result 
implies that gradient vanishing occurred in the Generator since 
Discriminator learned to distinguish between the real data and 
the fake data much before the Generator optimized to deceive the 
matured Discriminator [Ian Goodfellow, 2016]. 
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 Figure 6 shows the result of generating the whole of 96 kinds 
of characters as the target we set, from a larger nz=4096 to a 
smaller nz=256.  Each Generator could output almost all kinds of 
handwritten images, making distinction just by changing the 
label information. 

It can be inferred from our results that when the number of 
dimensions of noise falls below the number of labels, the model 
cannot generate images that are likely to be characters; on the 
other hand, if the number of types exceeds 90, the model can 
generate the specified characters. 

Figure 6. Handwritten characters produced by Generator 

5. Conclusion and Future work 
In this study, to be able to generate handwritten characters 

distinguishing among 96 different kinds of characters by adding 

UI designation, we constructed Conditional DCGAN. This model 
adapted DCGAN techniques using deconvolution for up-
sampling at the Generator and convolution for extracting feature 
maps, and cGAN technique that adds label information to 
Generator and Discriminator. Through training our Generator 
and Discriminator with the dimension of random noise over the 
kinds, Generator could output the entire set of characters as a 
result.  

In our future work, since the data shape of label information at 
the Discriminator in Figure 1 is (batch size, label num, h, w), 
large load will be applied to the model if dealing with over 
thousand kinds of characters like kanji. To solve this problem, 
constructing more compact Discriminator so that Discriminator’s 
label information could keep the shape same as the one generated 
by the Generator and compressed through linear function. We 
want to try generating conditional images making distinction 
among over thousand kinds of images with compact Conditional 
DCGAN as the next challenge. 
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Sparse Damage Per-pixel Prognosis Indices via Semantic Segmentation 

Takato Yasuno*1 

*1 Research Institute for Infrastructure Paradigm Shift (RIIPS) 

Efficient inspection and accurate prognosis are required for civil infrastructures with more than 30 years since completion. 
If we can detect damaged photos automatically per-pixels from the record of the inspection record and countermeasure 
classification of drone inspection vision, then it is possible that countermeasure information can be provided more flexibly, 
whether we need to repair and how large the expose of damage interest. A piece of damage photo is often sparse as long as it 
is not zoomed around damage, exactly the range where the detection target is photographed, is at most only one percent. In 
this paper, we propose three damage detection methods of transfer learning which enables semantic segmentation in an image 
with low pixels using damaged photos of drone inspection. Furthermore, we propose prognosis indices to make a decision 
repair-priority such as the counts index of pop-outs region and the per-pixel area counts index of each pop-out based on 
morphology image processing. In fact, we show the results applied this method using the 40 drone inspection images whose 
size is 6,000 x 4,000 on an infrastructure, where each image is partitioned into 400 crops, so the total number of input images 
is 16,000 for training deep neural network. Finally, future tasks of damage detection modeling are mentioned (211words). 

 

1. Introduction 
Deterioration of civil engineering structures is progressing in 

recent years, including a large number of concrete structures. 
Improving efficiency of scheduled inspections is a pressing issue, 
since the cost of inspections comprises a large proportion of 
maintenance costs for local governments, which are also 
experiencing manpower shortage for technical personnel. There 
are often opportunities to apply deep learning as a method for 
improving efficiency of inspections on social infrastructure and 
studies have been conducted on this issue. Dam general 
inspection is required for dam once every 30 years and as a result, 
images of damage have been accumulating (Ministry of Land, 
Infrastructure, 2013). If it were possible to utilize images of 
damage that are attached to inspection reports, data from 
scheduled inspections from past years can be input for the 
purpose of deterioration learning. If it could be possible to 
automatically calculate numerical scores for the extent of damage 
based on images of damage, this would be useful in deciding 
whether any repairs work should be performed and for setting the 
order of priority among candidates for repairs. There are past 
studies on detecting cracks in concrete on bridges, structures, 
plants, etc.  

Especially, for dam structural health monitoring, it is important 
to prognosis pop-outs owing to be greater impact on the health of 
dam embankment. In area of low quality aggregates, as a result 
of the water absorption of the concrete, the soft stone having a 
high water absorption rate becomes saturated. When the freezing 
temperature is reached, pressure due to volume expansion occurs. 
However, the detection model for pop-out is only at its incipient 
stages, so it would be difficult to claim that this is an established 
means for concrete damage deterioration learning and prediction. 
This paper proposes a practical method applies semantic 
segmentation (segmentation) of concrete damage using images of 
damage from drone-base inspections. Results are shown from 
actually applying this method on sparse images of damage, 

focusing on images of pop-outs among images of damage to dam 
embankment. Finally, references will be made to issues of 
damage detection modeling as well. 

 
Figure 1: Monitoring concrete structures from drone-base inspection to 
train segmentation networks and damage prediction for prognosis indices. 

2. Related Studies and Damage Images 

2.1 Damage detection studies for civil infrastructures 
Since 2002, there has been an accumulation of studies (Wu, 

2002) (Chun, 2015) on resolving damage detection using neural 
networks (ANN) for the purpose of continuous surveillance of 
bridges. Many instances of damage detection modeling for 
machine learning have been conducted over the past 15 years, 
including the ANN, as well as the PCA, SVM, GA and other 
such solution methods (Gordan, 2017). Since the potential of 
convolutional neural networks (CNN) to exhibit high degrees of 
accuracy in classifying one million images into 1,000 classes was 
reported in 2012 (AlexNet, 2012), there has been active reporting 
of studies on solution methods of the CNN, which provides 
solutions with greater accuracy than conventional methods for 
label categorization of overall images, object detection and 
semantic segmentation at the pixel level. There have been a 
number of studies conducted on damage classification of at the 
whole-image level for cracks and corrosion of road pavement, 
structures and bridges, for detection of damage to civil 
engineering structures (Gopalakrishnan, 2018) (Ricard, 2018), as 
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well as damage segmentation at the pixel level (Hoskere, 2017). 
A report was made on a study that applied deep CNN to conduct 
four classes of damage segmentation, namely no damage, only 
separation, exposure of rebar (with and without rust), using 734 
images of damage (Guillamon, 2018). The breakdown of the 
damage classes, however, indicated a distribution biased to the 
third class, for which there were 510 images, and as such, 
distortion in the training images cannot be denied. Dimensions of 
the images of damage were widely varied, being 640 x 480, 
1,024 x 768, and 1,600 x 1,200. The potential for learning with 
the index that represents the degree of matching between 
prediction and reality, mIoU (class mean IoU) to the level of 0.6 
to 0.8 was indicated by using some types of CNN models for 
fully convolutional networks (FCN) in entering images of such 
diverse dimensions. The use of the damage detection modeling 
that utilizes solution method of CNN, however, has just been 
started and as such, it would be difficult to claim that this is an 
established general-purpose method for damage detection in 
management of infrastructure. This paper proposes a practical 
method for damage segmentation with considerations for sparse 
characteristics of damage images from drone-base inspections. 
Furthermore, using the output of prediction RGB-images by the 
trained semantic segmentation, we propose two morphological 
indices such as the number of identified damages and the per-
pixel counts of each damage region for prognosis to make a 
decision repair-priority. 
Table 1: Comparison of the per-pixel counts between the target pop-outs 
region and the background region. 

2.2 Characteristics of Damage Images 
This paper provides a practical observation on characteristics 

of images of damage, using 40 images of damage in which pop-
out has been captured through drone-base inspection of dam 
embankment, whose size is 6,000 x 4,000. While generality 
cannot be guaranteed with these characteristics, they are 
considered to lead the way for utilizing images of damage. 
Characteristics of general conditions and damage for pop-out is 
as follows (CERI, 2016). Pop-out is a crater-like indentation 
generated by destruction due to the expansion of aggregate 
particles on the concrete surface. These are often observed in 
aggregates with high water absorption and in poor quality. Pop 
out is the meaning of “jumps out suddenly”. In the case of low-
quality aggregate, as a result of the water absorption of the 
concrete, the soft stone having a high water absorption rate 
becomes saturated. At this time, when the freezing temperature is 
reached, pressure due to volume expansion occurs, the surface 
portion peels off, and then a crater-like hole is formed.  

Table 1 shows the summary value for the damage area (region 
of interest: ROI) subject to detection, as well as other regions in 

the background, counted at pixel level. No advance manipulation 
was conducted on images to unify photographing distance and 
picture quality. The number of pixels per image was 24 million 
pixels. The proportion of these that include targeted damage was 
only 0.6%. The first characteristic of damage image is the 
sparsity of the area comprised of ROI.  

3. Per-pixel Learning and Prognosis Indices 

3.1 Damage segmentation for prediction 
The FCN-Alex (Long, 2015), as well as the SegNet-VGG16 

(Badrinarayanan, 2016) are compared where appropriate, as a 
method for learning transfers of semantic segmentation. The 
solution method used in this paper by itself does not present any 
innovation but the extremely sparse proportion of detection target 
ROI on any given image is a characteristic and the intention was 
to derive a practical method that can be applied to images of 
damage with sparse pixel labels. The FCN-Alex is a transfer 
learning of AlexNet and the CNN is implemented to the deepest 
layer, making it a deep neural net (DNN) of 23 layers in depth. 
Learning is possible with relatively short calculation time and 
prediction output for exhaustive detection of targeted damage can 
be achieved. SegNet-VGG16 is a method of transfer learning 
used to identify objects for automatic driving and a DNN with 
depth of 91 layers.  

This paper applies the four deep neural networks described 
above to images of damage to compare calculation execution 
time, accuracy and prediction output image. There is a problem 
of no improvements being evident with loss functions when the 
SGDM is used in the optimization method for hyper parameters, 
as gradients of the detection target are eliminated due to the 
sparse characteristic of the damage image. In order to overcome 
this issue, the gradient of the detection target is captured with 
good sensitivity and the previously updated quantities are deleted 
where appropriate, and the RMSProp, which has a characteristic 
formula for error function that eliminates the amount of change 
in gradients of detection targets by taking square root of the 
amount of change in gradient, is adopted (Hinton, 2012) 
(Mukkamala, 2017). The weighting factor for the updating 
amount was set to 0.99. The learning coefficient for the overall 
model was set to 1E-5 and the minibatch was set to 32. 

3.2 Morphological indices for prognosis 
The word morphology commonly denotes a branch of biology 

that deals with the form and structure of animals and plants. We 
use the same word here in the context of mathematical 
morphology as a toll for extracting image components that are 
useful in the representation of region shape. We are interested 
also in morphological techniques for pre- or post-processing, 
such as morphological filtering, thinning, and pruning. In image-
processing applications, dilation and erosion are used most often 
in various combinations (Serra 1992; Gonzalez 2008). This paper 
proposes some prognosis indices to make a decision repair-
priority such as the counts index of pop-outs region and the per-
pixel area counts index of each pop-out based on morphological 
image processing, such as dilation and erosion operation.  

On the prediction of pop-out damage segmentation, there are 
some extremely small size of pop-outs, so that we may overlook 

Example consisting 
of 40 damage drone 
inspection images 

Total number 
of pixels per 

damage image 

The number 
of pixels 

per image 

Percentage 
per image 

Background 954,339,801  23,858,495  99.4% 
Damage to region 
of interest (ROI) 5,660,199  141,505  0.6% 

Total per image 960,000,000  24,000,000  100.0% 
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them. Also, the shape of pop-outs are not always like circle, but 
these are complex shape or partially connected with various size 
of pop-outs. This paper proposes two practical morphological 
operation, dilation and erosion, in terms of the union (or 
intersection) of an image with a translated shape called 
structuring element. At first, we translate the prediction RGB-
image of pop-out segmentation into a binary mask image with 
pop-out foreground (1-valued pixel, white color) and with 
background (0-valued pixel, black color). Dilation is an operation 
that “grows” or “thickens” objects in the extremely small images 
of pop-outs. This growing is controlled by a shape referred to as 
a structuring element, such as linear, disk, octagon etc. This 
paper proposes the disk-shaped structuring element with radius 
r=3. Further, erosion “shrinks” or “thins” objects in a binary 
image like complex shape and partially connected with various 
size of pop-outs. This paper proposes these morphological 
operations applied to the masked prediction of pop-outs images. 
By these operation, it is possible to avoid overlooking the small 
pop-outs, and we can extract the complex shape or partially 
connected pop-outs, in order to count the number of pop-out and 
the each region pixel size more accurately and efficiently. 

4. Applied Results 

4.1 Training results 
The input data was 40 images whose size is 6,000 x 4,000 

from drone-base inspections of dam embankment. In order to 
bring them closer with the input size of deep pre-trained network, 
we partitioned each original image into 25 x 16 equal 400 crops 
whose size was 250 x 240. The usage rate of the training and test 
data was set to Train: Test = 99:1. The transition of loss function 
in the learning process applied to the pop-out segmentation is 
shown in Figure 2. The calculation conditions are 490 cycles per 
epoch for a total of 24,500 repeated calculations in 50 epochs. 
The loss value of the FCN-AlexNet is transitioning at a lower 
level than SegNet-VGG16. This FCN models, however, have 
large dispersion of loss values and their disadvantage is that they 
make for unstable learning processes. The loss function of the 
SegNet-VGG16 does not offer minimum values, but up and 
down fluctuations remain small early on, which can be 
interpreted to offer superior stability for the learning process. 

Table 2: Comparison of indices for pop-out segmentation models. 

Table 2 shows the calculation time, accuracy, mean-IoU and 
weighted-IoU index of respective segmentation model. The 
FCN-AlexNet offers a relatively short calculation time of 466 
minutes. This net achieved the index such as mIoU = 0.5811, and 
wIoU = 0.9861. Meanwhile, the SegNet-VGG16 offers about 
two times calculation time compared with FCN-AlexNet, and 
indicates the score of mIoU of 0.5967 and wIoU of 0.9856. 
While each weighted wIoUs have almost no difference, but 
regarding the score of the mean mIoU the SegNet-VGG16 is 
superior with the FCN-AlexNet to select better pop-out predictor.     

4.2 Prediction results 
Figure 2 shows an output RGB-image of predictions for a test 

image whose size is 600 x 400, using the trained SegNet-base 
predictor of pop-out segmentation. Here, the region of prediction 
are shown in green color. In contrast, the region of background 
are shown in magenta color. Figure 3 shows the translated binary 
mask with pop-out foreground (1-valued) and with background 
(0-valued). We operated the morphological operations applied to 
the masked prediction of pop-outs images. Further, we compute 
the centroid of each pop-out region and set the pop-out number 
in order to represent the counts index accurately, here the total 
count of pop-outs is 14. Figure 4 shows the per-pixel counts of 
each region based on the morphological image pre-processing. 
Figure 5 shows the bar chart that we can visualize the volume 
indices of pop-outs and it is possible to compare the largest size, 
middle size, and extremely small size of pop-outs in order to 
make a decision of repair-priority for infrastructure manager.     

 
Figure 2: Trained SegNet-base prediction of pop-outs (RGB image) 

Here, green indicates prediction, magenta denotes background. 

 

Figure 3: Counts index of identified pop-out centroid based on 
morphological operations with dilation and erosion. 

 
Figure 4: Per-pixel counts of each pop-out prediction region based on 
morphological image processing. 

DNN model Time 
calculation 

Mean 
mIoU 

Weighted 
wIoU 

FCN-AlexNet 466min. 0.5811 0.9861 
SegNet-VGG16 832min. 0.5967 0.9856 
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Figure 5: Area pixel count index of each pop-out for prognosis measure 
indices to make a decision regarding repair-priority. 

5. Conclusion 

5.1 Concluding remarks 
This paper proposed a method for detecting pop-out by 

semantic segmentation, using images of damage obtained from 
drone-base inspections. In fact, we show the results applied this 
method using the 40 drone inspection images at a dam 
embankment, where each image is partitioned into 400 crops, so 
the total number of input images is 16,000 for training deep 
neural network. Based on transfer learning, per-pixel higher 
accurate prediction is possible, even to sparse damage images 
whose pop-out ratio per-pixel is only one percent compared with 
the background. The SegNet-VGG16 exhibited the better 
accuracy and achieved class mean mIoU index of 59.67% and 
weighted index wIoU of 98.56%. Furthermore, we demonstrated 
to compute some morphological indices, such as the counts index 
of identified pop-outs centroid and the per-pixel area counts 
index of each pop-out region for prognosis to make a decision 
repair-priority more accurately and efficiently.  

5.2 Future works 
The scope of this paper was the segmentation of pop-out for 

prognosis, using images from drone-base inspection of dam 
embankment. Monitoring various damages for standard dam 
inspection prescribes concrete crack, scaling, pop-outs, water 
leak, efflorescence etc (Ministry of Land, Infrastructure, 2013). 
In contrast, creation of dataset for training and prediction of 
various segmentation models for being predictive diagnosis 
before occurred pop-outs, such as “crack” and “scaling” are the 
issue for health monitoring. Infrastructure manager administrates 
a lot of aging structures other than dam well. Learning of damage 
segmentation models using a diverse range of images for a wide 
variety of other infrastructures will be the issue for the future. 
Predictor of damage segmentation intelligence created from 
scratch, i.e. U-Net by data mining accumulated images is also a 
challenging issue. Furthermore, 3-dimension segmentation is 
more useful for volume counting to measure the depth of damage. 
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Social Influence Prediction by a Community-based

Convolutional Neural Network

Shao Hsuan Tai∗1 Hao-Shang Ma∗2 Jen-Wei Huang∗3

∗1∗2∗3Institute of Computer and Communication Engineer,
Department of Electrical Engineering,

National Cheng Kung University, Tainan, Taiwan

Learning social influence between users on social networks has been extensively studied in a decade. Many models
were proposed to model the microscopic diffusion process or to directly predict the final diffusion results. However,
most of them need expensive Monte Carlo simulations to estimate diffusion results and some of them just predict
the size of the spread via regression techniques, where people who will adopt the information becomes unknown.
In this work, we regard the prediction of final influence diffusion results in a social network as a classification
problem to avoid expensive simulations with knowing the final adopters. We first address the problem on a deep
neural network and utilize the diffusion traces to train the network. Furthermore, we propose a community-based
convolutional neural network to capture the information of local structure with the aforementioned network. The
proposed model is referred to as the Social Influence Learning on Community-based Convolutional Neural Network,
SIL-CCNN. In the experiment, SIL-CCNN shows the promising results in both synthetic and real-world datasets.

1. Introduction

Nowadays people tend to share their life, emotions, and

opinions to others on social network websites. Two repre-

sentative diffusion models, Independent Cascade, IC, model

and Linear Threshold, LT, model, were reformulated by

Kempe [3]. However, there are several limitations of pre-

dicting the information diffusion using diffusion models.

The influence probabilities between users and the active

threshold of a user should be measured or learned from

many personal features such as users’ preferences and dif-

ferent relationships. In real social networks, the features

are not easy to extract since the data sometimes is not

complete. In addition, to get the results of IC/LT model,

we need to conduct a huge number of simulations.

Actually, the prediction of the information diffusion pro-

cess and the final diffusion results models can be regarded

as a classification problem. Given the information sources

and the network structure, the individuals are classified into

active or inactive classes in the final diffusion result. The

active class is corresponding to the individuals being in-

fluenced successfully in the information diffusion process.

Some related works aim to predict the size of information

spreads as a classification or regression problem [1, 7]. Dif-

ferent with diffusion models, these methods usually do not

learn the individuals who are actually influenced by the

information. We would like to know exactly who are influ-

enced and who are not.

To overcome above limitations and solve the classification

problem, we propose an influence prediction model based on

Contact: Jen-Wei Huang, Institute of Computer and Com-

munication Engineer,

Department of Electrical Engineering,

National Cheng Kung University, Tainan, Taiwan.

Email: jwhuang@mail.ncku.edu.tw
Tel:(+886)-6-2757575#62347

community-based convolutional neural network. First, we

consider the influence propagation process in the past to

learn the influence between individuals. Then, most of the

diffusion models consider the network structure, i.e., the re-

lations between individuals, as their features. However, the

information of the whole network structure may not be use-

ful for the classification problem whereas the local network

information of a single individual should be helpful. We

try to embed the local structure of an individual into our

model to learn the local relations. The community struc-

ture in social networks represents a cluster of individuals

sharing connections that are stronger than those with indi-

viduals outside the community. The information diffusion

in a community should be faster than outside the commu-

nity. Therefor, we use the convolutional neural networks

to mine the local relations within the community struc-

ture. The idea is that convolutional neural networks are

good to extract the effects of a small group of individuals

around an individual by extracting valuable relations from

the structure. Finally, the influence traces and the com-

munity structure information are combined into our model

as training features of the deep neural network. The pro-

posed scheme is referred to as the Social Influence Learning

on Community-based Convolutional Neural Network, SIL-

CCNN.

The remainder of the paper is organized as follows. Works

related to this work are outlined in Section 2. Section 3

details the proposed methodology. Experiment results and

conclusions are presented in Section 4 and Section 5.

2. Previous Work

In this section, we will briefly introduce other related

works on diffusion models and the prediction of informa-

tion spread size.

1
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2.1 Diffusion Models
Diffusion models can be used to identify social influence

by tracking information propagating through a social net-

work. Nowadays, some diffusion models adopt the learn-

ing strategy to predict the activation since the technique

of learning methodology has matured in these few years.

Saito [6] first proposed a learning method for IC model.

Wang [8] proposed a feature-enhanced approach, which con-

siders not only temporal data in cascades but also addi-

tional features. Chou [2] proposed Multiple Factor-Aware

Diffusion model, MFAD, that can consider many kinds of

factors together. MFAD model adopts positive and unla-

beled learning to train the classifiers for each individual.

2.2 Prediction of Information Spread Size
Different from diffusion models, the cascade prediction

only focuses on predicting whether the information will be-

come popular and widely spread. The problem is usually

formulated as a classification or a regression problem to un-

derstand the size of potential influence of information.

Among the classification solutions of predicting informa-

tion cascade, Cheng [1] proposed to use temporal and struc-

tural features for predicting the relative growth of a cas-

cade size. As for the regression solutions, Tsur [7] proposed

a content-based prediction model to include locations, or-

thography, number of words, lexicality, ease of cognitive

process and emotional effect on various cognitive dimen-

sions.

Our work aims to learn the hidden influence propagation

from the data instances and the network structure directly

without the huge number of diffusion simulations.

3. Methodology

In this section, we first propose an ordinary deep neural

network model, SIL-DNN, for identifying traces of social

influence. Second, we adopt a convolutional neural net-

work to extract the local structure information of a network

from the communities. Then, we propose Social Influence

Learning on Community-based Convolutional Neural Net-

work, abbreviated as SIL-CCNN, which combines the SIL-

DNN and a community-based convolutional neural network

to predict the final influential results.

Given a social network G = (V,E), the node set V corre-

sponds to the individuals, and E is the edge set indicating

the relationships between individuals. Each influence trace

(u, v, x) indicates that the nodes v adopt the information x

and is influenced by source nodes u, where u and v are sets

of nodes in V. The architecture of SIL-DNN is presented in

Fig. 1. In SIL-DNN, the number of neurons in the input

layer is the same as the number of individuals in the social

network |V |. The same setting is used in the output layer.

For every trace, we put the vector of information sources as

the input data of SIL-DNN and the output are the vector

of influenced nodes. The input vector and output vector

could be set as follows,

{
yi = 1, if i ∈ u for (u, v, x)

yi = 0, otherwise,
(1)

Figure 1: Social Influence Learning on Deep Neural Net-

work Architecture

where yi represents an individual i at the input layer. i ∈ u

for (u, v, x) indicates all traces that transmit the informa-

tion x from user i. For example, an individual i provides an

information x during the observation. The neuron of input

layer y0
i = 1 for the information x. On the other hand, in

the output layer, the yj = 1 represents that node j is influ-

enced by i and is classified as the active class. Otherwise,

node j is classified into the inactive class.

3.1 Social Influence Learning on Community-
based Convolutional Neural Network

In order to join the community structure to help us to pre-

dict the information diffusion results, we propose Social In-

fluence Learning on Community-based Convolutional Neu-

ral Network, SIL-CCNN. The architecture of SIL-CCNN is

presented in Fig. 2. First, we need to extract the com-

munity information in the network and form the relation

matrix of each community. A list of relation matrix RM

for communities in COMM can be formulated. Then, we

design a community-based convolutional neural network to

deal with community-related information by extracting fea-

tures through a convolutional layer and a pooling layer. For

the input of the convolution layer, we extract the relation

matrices of communities to represent the local network in-

formation of the individual. The relation matrix RM of a

community is defined as follows,

RM = [rmij ]d×d, rmij =

{
wij , (vi, vj)εE

0, otherwise,
(2)

where d is the number of nodes in the community. The

element rmij in the relation matrix represents the weight

on the edge between node vi and node vj in a community.

In addition, in order to account for differences in the size

of communities, the community information matrices are

normalized to the size of the largest community and have

zero-padding.

However, if we randomly assign the order of nodes in re-

lation matrices and put the matrices into the convolutional

neural network, the small extracted region in the convolu-

tion layer would be meaningless. Therefore, we design an

arrangement strategy to determine the relations of nearby

2
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Figure 2: Social Influence Learning on Community-based Convolutional Neural Network architecture

elements. The order of individuals in each relation matrix

is determined by the ranking of the number of degrees. The

individual having the largest degree will be arranged to the

leftmost of x-axis and the topmost of y-axis. Therefore,

each block in different relation matrices shares the same

weight matrix in the convolutional neural network.

In the pooling layer, we use max-pooling as our pooling

function. Max-pooling is particularly well suited to the sep-

aration of features that are sparse. After the pooling layer,

SIL-CCNN constructs a merge layer to combine the out-

put of the pooling layer and the input vector of SIL-DNN.

Then, several hidden layers are trained in SIL-CCNN be-

fore the output layer. Finally, a few hidden layers and one

full-connected output layer are connected after the merge

layer.

As for the detailed setting of neural network, the kernel

size of the convolutional layer is defined to 3×3. In addition,

we define a sigmoid function in the output layer and a cross-

entropy objective function. In the training step, our goal is

to minimize the following equation:

Q
(
W t,W r) = −

I∑
i

ti log yi, (3)

where I is the number of inputs, W t is the weight matri-

ces of traces, and W r represents the weight matrices of the

structure relation in SIL-CCNN. The weight matrix con-

tains the relations between the individuals and the local

structure information. The equation above is shown for

one individual i at output layer k ranging over all target

labels. Our objective function aims to minimize the cross

entropy between the target t and the prediction y. As for

the optimization, we use the well-known backpropagation

algorithm and Adam [4] to compute the parameters in SIL-

CCNN.

4. Experiments

In this section, we introduce experiments aiming at eval-

uating predicting performance in social networks using a
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Figure 3: Accuracy and MAE on the synthetic dataset of

5000 nodes
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Figure 4: Accuracy and MAE on twitter dataset

synthetic dataset and a real-world dataset.

4.1 Dataset descriptions
Synthetic Data. Using the Lancichinetti-Fortunato-

Radicchi (LFR) benchmark [5], we generate the synthetic

dataset with 5000 nodes (2,666,674 traces). For the gener-

ation of diffusion data, we set the transmission probability

uniformly between 0.1 and 1. We then choose a node at

random to function as a source node and set it to be active.

Real Data. We crawl data from Twitter∗1 for the pe-

riod between September 2011 and May 2015. We use the

experts in Healthcare Pundits∗2 and Security∗3 as the ini-

∗1 https://twitter.com
∗2 http://nursepractitionerdegree.org/top-50-health-care-

pundits-worth-following-on-twitter.html
∗3 http://www.marblesecurity.com/2013/11/20/100-security-
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tial nodes, and crawl the followers of these experts to form

a social network. The twitter data contains 20,453 users

and 3,782,305 tweets. In this study, tweets were used as

items, and the actions of sharing, replying, and liking are

indications of the influence of a tweet.

4.2 Compared Methods
We include the following methods to predict the informa-

tion diffusion results.

• Logistic Regression (LR). The in-degree and out-

degree are included in a classifier for individual v.

• Independent Cascade model (IC). IC is a conven-

tional diffusion model in which the probability of trans-

mission from individual u to v is the ratio of items

individual v adopted items from individual u.

• Multiple Factor-Aware Diffusion model

(MFAD). MFAD is a diffusion model that can learn

the social influence by multiple features [2].

• SIL-DNN and SIL-CCNN. We evaluated the per-

formance of SIL-DNN and SIL-CCNN using one hid-

den layer (DNN 1layer, CCNN 1layer) and two hid-

den layers (DNN 2layers, CCNN 2layers) in the fol-

lowing experiments.

4.3 Evaluated Metrics
We evaluate the performance of algorithms using the fol-

lowing two metrics.

• Accuracy. Accuracy is defined as the ratio of correct

predicted answers over all answers in order to estimate

the correctness of predictions.

• Mean Absolute Error (MAE). We computed the

mean absolute error as follows: MAE =
∑n

i=1|yi−xi|
n

,

where yi is the truly adopted result of individual i, xi

is the estimated adoption probability of individual i,

and n is the number of individuals in the network.

4.4 Results and Discussions
The comparison results on synthetic dataset is shown in

Fig. 3. SIL-DNN and SIL-CCNN outperform the other

three methods in the synthetic dataset. In addition, SIL-

CCNN have higher accuracy and lower MAE than SIL-DNN

using the same number of hidden layers. The results show

that the information of the community structure actually

helps the model to predict the influence results better. The

proposed community-based CNN indeed extracts the local

relations of individuals. Moreover, the performance of SIL-

CCNN 2 layers is better than the SIL-CCNN 1 layer. Using

more hidden layers also conducts a better result.

In the real twitter dataset, the results are shown in Fig. 4.

SIL-DNN and SIL-CCNN still outperform the other three

methods except for the DNN 1layer. We have examined

the propagation results in these two datasets. We found

that the influenced scale of the synthetic dataset is much

larger than the Twitter dataset. This indicates that the

experts-follow-twitter/

diffusion results in synthetic dataset should be more difficult

to predict. The superiority of SIL-CCNN over SIL-DNN

shows that the performance can be improved by including

the community information by the proposed community-

based convolutional neural network.

5. Conclusions and Future Works

In this work, we proposed two neural network architec-

tures, SIL-DNN and SIL-CCNN, to identify social influ-

ences based on the propagation of information in a social

network. The proposed framework makes it possible to ob-

tain the diffusion results within the community. SIL-DNN

and SIL-CCNN can predict the users who are actually influ-

enced from the information without the Monte Carlo sim-

ulation. Experimental results demonstrate that SIL-DNN

and SIL-CCNN both outperform existing methods.

For further improvement, we will design a strategy to

extend the depth of SIL-CCNN in the future to overcome

the problem with the insufficient number of traces. We also

want to revise the structure of neural network to consider

more features such as the content of items.
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A Community Sensing Approach for User Identity Linkage

Zexuan Wang Teruaki Hayashi Yukio Ohsawa

Department of Systems Innovation, School of Engineering, The University of Tokyo

User Identity Linkage aims to detect the same individual or entity across different Online Social Networks, which
is a crucial step for information diffusion among isolated networks. While many pair-wise user linking methods
have been proposed on this important topic, the community information naturally exists in the network is often
discarded. In this paper, we proposed a novel embedding-based approach that considers both individual similarity
and community similarity by jointly optimize them in a single loss function. Experiments on real dataset obtained
from Foursquare and Twitter illustrate that proposed method outperforms other commonly used baselines that
only consider the individual similarity.

1. Introduction

In recent years, Online Social Networks (OSNs) such as

Twitter, Facebook and Foursquare tend to become the cen-

tral platform of people’s social life. Tons of contextual (e.g.

tweets, photos) and network structure related (e.g. users’

profiles, relations) data is created every day on these OSNs,

which is an important resource for many valuable applica-

tions such as user behavior prediction, and cross-domain

recommendation. All such applications require a crucial

step called User Identity Linkage (UIL) [Shu 17], which

aims to identify and link the same person/entity across dif-

ferent OSNs. These linkages are also called anchor links

as they help align different networks under the common

scene that users usually don’t explicitly claim the owner-

ship of their different accounts, and due to privacy protec-

tion rules, personal information is always restricted inside

each isolated OSNs.

Abundant literature has been focusing on the UIL prob-

lem, and the majority of them fall into two categories:

(1) Structure-based approaches: these approaches focus di-

rectly on the structural features of a social network, such as

user names, following relationship and common neighbors

between different users [Malhotra 12, Kong 13], while the

problem of those approaches lies on the difficulty to find an

optimal distance function between nodes to evaluate their

similarity as networks are not presented in the Euclidean

space [Zhang 18]. (2) Embedding-based approaches: net-

work embedding is a new way of network representation

that is able to encode the network in a continuous low-

dimensional vector space while effectively preserving the

network structure, for example, [Zhou 18] proposed a dual-

learning embedding paradigm to improve the linking result.

However, existing methods haven’t paid enough attention

to the social communities naturally formed by people in the

real world. Users who have limited profile information could

be evaluated easier when they are located in interest groups

together with their close neighbors. To better resolve the

UIL problem, we proposed a novel method called Commu-

nity Sensing User Identity Linkage (CSUIL), which takes

Contact: Zexuan Wang, The University of Tokyo,

7-3-1 Hongo, Bunkyo-ku, Tokyo, Japan,
wangzexuan@g.ecc.u-tokyo.ac.jp

advantage of both structural and embedded features of a

network by designing a jointly learning model. It aids user

mapping by driving some of users to the same communi-

ties they belong to, which enhances the method’s accuracy

and generalization ability. Experiment results on real-world

dataset show feasibility of our method.

2. Problem Definition

Definition 1 Social Network Graph An unweighted and

undirected network is denoted as G = {V,E}, where V is

the set of nodes and each node represents a user, E is the

set of edges reflecting connections between nodes.

Definition 2 Node Embedding In a given network G =

{V,E}, node embedding (a sub-task of network embedding)

learns a projection function ψ : V �→ R
|V |×d, where d �

|V |. For each node vi ∈ V , ψ(vi) ∈ R
d denotes its latent

representation in the vector space.

Definition 3 n-th order neighbors The collection of all

nodes which can be reached from the given root node vr ∈ G

within exactly n hops, denoted as Cr = {vi|hop(vi, vr) = n}.

Definition 4 User Identity Linkage Given two different

networks, GS = {V S , ES} and GT = {V T , ET }. The goal

of User Identity Linkage (UIL) is to predict a pair-wise link-

age between a user node vs selected from the source network

GS and an unlabeled user node vs in the target network GT ,

which indicates the same user/entity (i.e., vs = vt).

3. Community Sensing User Identity
Linkage

This proposed method consists of three main compo-

nents: network embedding, community clustering and la-

tent space mapping. A brief overview is shown in Figure 1,

where blocks are the core elements in each phase, green

lines indicate structural information flow directions and

blue lines show how algorithms connect different phases.

3.1 Network Embedding
The quality of the latent representation of each node in

both source and target network is important to the results
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Figure 1: A brief overview of CSUIL

of the following clustering and mapping stages. Ideally,

user nodes that have stronger connection, like sharing more

common neighbors, or having shorter path between them

should be closer to each other after they are projected into

the latent space. To obtain the network embedding in good

quality, an efficient model called DeepWalk [Perozzi 14] was

adopted. DeepWalk mainly utilizes the truncated random

walk and the SkipGram [Mikolov 13] model.

In particular, A random walk generator is first applied to

the network, which will sample uniformly a random node

vi ∈ G as the root of a random walk sequence Wvi , then

the generator samples uniformly from the neighbors of the

last node visited until the maximum sequence length(l)

is reached. The generated sequences could be thought of

as short sentences, while the nodes within sequences are

treated as words of a special kind of language. We could

then obtain the embedding of nodes as a byproduct when

updating the weight matrix in the derived SkipGram model,

which aims to maximize the co-occurrence probability of

nodes that appear within a window size w near the center

vj in the sequence Wvi , that is to maximize the following

log probability:

max
1

l

l∑

i=1

w∑

j=−w,j �=0

log Pr(vi+j |vi) (1)

where Pr(vi+j |vi) is calculated with a hierarchical softmax

function:

Pr(vi+j |vi) = exp(ψ(vi+j)
Tψ(vi))

l∑
m=1

exp(ψ(vm)Tψ(vi))

(2)

where ψ(vi) is the embedding of node vi we want to update

at each training step and finally output to the next phase.

3.2 Community Clustering
In some supervised User Identity Linkage models such as

PALE [Man 16], it only focuses on learning the user level,

pair-wise matching patterns between source and target net-

work. However, these methods failed to consider the social

communities naturally formed by people in the real world.

Some drawbacks may exist under such settings that users

with very limited profile information could be hard to dis-

tinguish from others and the model may fall into over-fitting

of local pair-wise features when trained with small amount

of labeled data. More importantly, the knowledge contained

in the structural relationship among anchor and non-anchor

users in the original non-euclidean space is discarded after

SkipGram is applied (shown by green lines in Figure 1) and

later phases are not able to reuse such information.

Therefore, we made an assumption that compared to only

considering the generated embedding or user-level similarity

matching, the fact that which neighbors a user has in the

original network, and which community a user belongs to

could reveal more diffusible structural knowledge. Thus, we

consider clustering the n− th order neighbors of an anchor

user to form their social community, the users in the same

community have a closer relationship and higher similarity,

which could be evaluated in some metrics including: the

amount of common neighbors, or the minimum walk length

between each other.

To utilize all the user information in a community, we

reuse the structural information in the original network and

derive a new embedding to represent this community by

adopting the mean value of all community member embed-

ding generated in Section 3.1 that are non-anchor nodes.

The center that represents a certain community cluster Ci

is denoted as μi:

ψ(μi) =

ψ(vr) +
∑

v′∈Ci

ψ(v′)

N + 1
(3)

where vr is the root user, and N is the community size.

3.3 Latent Space Mapping
Let zs = ψ(vs) and zt = ψ(vt) be the node embedding

generated in Section 3.1 and the final stage of CSUIL is La-

tent Space Mapping. In this phase, we try to find a mapping

function from the source network to the target network Φ:

R
|V s|×d �→ R

|V t|×d, that will minimize the distance between

the predicted embedding Φ(zs) and the true corresponding

embedding zt of zs in the target network:

min
∥∥Φ (zs)− zt

∥∥
F

(4)

We then train a novel two-inputs and two-outputs neural

network model, which breaks down the whole task above

into two simultaneously conducted parts: (1) minimize the

distance between predicted and real user node (2) minimize

the distance between predicted and real community cen-

ter. The second sub-task will drive the mapping function

to the direction that also exploits the relationship between

community centers in both source and target networks to

increase the generalization ability of the model on new un-

seen data.
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Next, the design of the loss function could be one of the

most critical parts of a machine learning model, a good loss

function should reflect the error during training as well as

the generalization error that guides parameters to optimize

the model. Therefore, for the goal of above two sub-tasks,

a new community sensing loss function is proposed as:

loss = (1− γ)
∑

(vs,vt)∈{S,T}

∥∥Φ(zs; θ)− zt
∥∥
F

+γ
∑

μ∈C

∥∥Φ(μs; θ)− μt
∥∥
F

(5)

where {S, T} is the set of groundtruth anchor pairs, C is

the set of community centers, F is the Frobenius norm, θ is

the collection of all parameters in the model, and γ is the

hyper-parameter of the weight coefficient of the community

loss that could be co-optimized during the learning of the

mapping function.

We finally employed a Multi-Layer Perceptron (MLP)

model that does not require extensive feature selection or

difficult parameter tuning to learn the optimized mapping

function, while this model also has the flexibility of dealing

with the non-linear relationships that may exist between

the source and target network.

The whole algorithm design is shown in Algorithm 1.

Algorithm 1: CSUIL

Input: network G(V,E), anchor nodes {S, T}, test
nodes {S′, T ′}, community clustering

parameter n, community loss parameter γ

Output: mapping function Φ, matching result list R
foreach node vi ∈ G do

Generate the embedding of vi as zi

end

foreach anchor node pair {si, ti} in {S, T} do
Reuse the original network structure information,

cluster the n-order neighbors of si and ti
Derive the community center μs

i and μt
i

end

Train the MLP model by jointly minimize the node

mapping loss
∥∥Φ(zs; θ)− Φ(zt)

∥∥
F

and community

loss
∥∥Φ(μs; θ)− Φ(μt)

∥∥
F

foreach test node s′i ∈ S′ do
Add the predicted t′i to result list R

end

Evaluate(R, T ′)

4. Experiment

4.1 Data Preparation
A real-world social network dataset collected from Twit-

ter and Foursquare [Zhang 15] is used in this experiment,

which was released in [Liu 16]. All the sensitive personal

information is removed under privacy concerns to form the

final training and testing data. The ground truth of an-

chors is obtained by crawling users’ Twitter accounts from

their Foursquare homepage. Table 1 lists the statistics of

this dataset.

Network #Users #Relations #Anchors

Twitter 5,220 164,919
1,609

Foursquare 5,315 76,972

Table 1: Statistics of Twitter-Foursquare Dataset

4.2 Evaluation Metrics
In this experiment, in a similar form to [Zhou 18], a met-

ric called Precision@k was adopted, which is defined as:

Precision@k =

n∑
i

TOPk(Φ(z
s
i ))

N
(6)

where TOPk(Φ(z
s
i )) is a binary output function (0 or 1),

for each predicted embedding Φ(zs
i ), it tells whether the

positive match zt
i exists in the top− k list or not, and N is

the number of all testing nodes. In the context of UIL, as

Precision@k is a metric of the true positive rate, it could

be treated the same as Recall@k, and F1@k.

4.3 Comparative Methods
We compare the proposed CSUIL with several existing

embedding-based methods, and take them as the baseline

of this task.

• CSUIL: the proposed method, it could explicitly ex-

ploit the individual as well as community features of a

network, by jointly optimizing mapping functions that

concentrate on user-level and community-level similar-

ity respectively.

• IONE: Proposed in [Liu 16] and adopted as a base-

line result, Input-Output Network Embedding (IONE)

is a network embedding and partial network alignment

method. It takes follower-ship and followee-ship as in-

put and output contexts and generates all three repre-

sentations together with the user node.

• INE: INE is a simplified version of IONE, which only

consider node and input representation for matching.

4.4 Results
The performance results are illustrated in Table 2 and

Figure 2. In the experiment, during the community clus-

tering phase, the cluster size is set to first-order neighbors

for the simplicity. Then we examine the ability of the fi-

nal model (with training rate=90%) on the link prediction

task. For CSUIL, we report the result in different settings

of precision metrics k and community loss weight coefficient

γ. For INE and INOE, we report the result in the original

paper’s default setting.

Precision@k

γ P@1 P@5 P@9 P@13 P@17 P@21 P@25 P@30

INE 0.1108 0.2184 0.2975 0.3291 0.3703 0.4114 0.4304 0.4494

IONE 0.1899 0.3481 0.4494 0.4968 0.5253 0.5665 0.5854 0.6044

0.8 0.2405 0.5190 0.6203 0.6835 0.7342 0.7722 0.7975 0.8165

Table 2: Performance comparison between baselines

From the experiment results, we could conclude that:
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(a) Baselines (b) Precision on different γ

Figure 2: Link prediction precision results. X-axis is the

different value of k, for the top-k list being evaluated; Y-

axis is the precision result in percentage.

• Compared to the baseline model, INE and IONE, the

best performance (when γ = 0.8, shown in Table 2

and Figure 2(a)) of our approach has an improvement

from about 6% to 21 % at most in different settings

of precision metrics, which shows the feasibility of this

approach.

• Figure 2(b) also illustrates that by changing the setting

of community loss weight coefficient γ, the ability of

the model to sense more positive matching in a larger

search space (higher k setting in precision), could be

enhanced, which is an important improvement because

many other papers only stress their performance at the

k = 30 setting. However, adding too much weight to

community loss may lead to a slight reduction of the

ability to narrow the target to a finer scale (lower k in

precision), compared with the γ = 0 setting.

5. Conclusion

In this paper, we aim to study the UIL problem by reusing

the discarded knowledge in the original Online Social Net-

work after network embedding. Not limited to anchor same

users across networks, we would also like the community

formed by close users to have a positive match across net-

works. This is because some users may have limited profile

and it could be hard to distinguish them from others. How-

ever, in the context of a community, users share common

features, and they will be driven to the correct direction

where group of users with high similarity locates, even if

community members are known little. This could also help

to avoid overfitting the input data and increase the gener-

alization ability of the method.

Therefore, we break down the main task into two simulta-

neously learned sub-tasks: User Mapping and Community

Mapping, this is achieved by jointly optimizing the user

loss and community loss in a single MLP model. Based on

above theories, Community Sensing User Identity Linkage

(CSUIL) is proposed. Results show that our approach out-

performs current baseline models, and has the flexibility to

adapt hyper-parameters for different needs or data input.
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Learning Sequential Behavior for Next-Item Prediction

Na Lu Yukio Ohsawa Teruaki Hayashi

Department of System Innovation, School of Engineering, The University of Tokyo

A more precise recommendation plays an essential role in e-commerce. Representation learning has attracted
many attentions in recommendation field for describing local item relationships. In this paper, we utilize the item
embedding method to learn item representations and user representations. Our methods compute cosine similarity
of user vector and recommended item vectors to achieve the goal of personalized ranking. Experiment on real-world
dataset shows that our model outperforms baseline model especially when the number of the recommended item
is relatively small.

1. INTRODUCTION

The sharp growth of e-commerce and the using mobile

electronic device require a more precise prediction of next

item that users would probably like to purchase. Data min-

ing of users’ behaviors aims at finding useful patterns from

a large database. In this task, understanding users’ history

and features are one of the most critical parts.

To deal with this task, some models were developed based

on last transaction information, which is mostly involving

Markov chains[Chen 12]. This method mainly makes use

of users’ sequential transaction data to predict what will

be the next item considering the last transaction event.

The advantages of this method are that it could consider

the time sequence and recommend a proper item for the

next movement. Other general recommendation models

would consider users’ past purchase behavior as a whole

to generate their overall taste (or features)[Rendle 10] .

This method could generally grasp a user’s interests. The

most widely used method of general recommendation mod-

els is called collaborative filtering. The advantages of this

method are that it could get users’ interesting points. Thus,

the recommendation could generate from users’ whole be-

havior. However, this method discards subsequent informa-

tion that may lack preciseness in next-item prediction.

Here a good recommendation model could consider not

only the sequential information but also users’ overall taste.

A hierarchical representation model was proposed to com-

bine both sequential information and user history trans-

action information [Wang 15]. The proposed hierarchical

representation model used a two-layer model. One-layer

aggregated all the sequential transactions, and in the sec-

ond layer, this sequential information was aggregated with

the user’s overall taste. Then the combined information was

used to predict item in the next transaction. This method

was novel by setting different layers to combine two kinds of

information. However, a better method has been proposed

to learn item representations.

Contact: Na Lu, The University of Tokyo, 7-3-1 Hongo,

Bunkyo-ku, Tokyo 113-8656 Japan, Department of

Systems Innovation, School of Engineering,The Uni-

versity of Tokyo, Bldg.No.8. 507 , 080-1241-0956,
luna@g.ecc.u-tokyo.ac.jp

For understanding sequence data, we utilize the Skip-

Gram model for word representation learning in natural

language process field [Mikolov 13] named as word2vec.

Skip-Gram model learns word representations by predict-

ing the context of this word. More precisely, word2vec get

a word vector in a lower dimensional space compared with

one-hot representation. This method was later generalized

as item2vec for learning item representations [Barkan 16].

Item2vec treats users’ subsequent behavior as a sentence in

word2vec and creates item vectors.

By learning users’ sequential data to generate item rep-

resentations, we proposed a method for aggregating users’

history behavior and general taste to build a recommenda-

tion system.

2. RELATED WORKS

A good recommendation system could improve users’

decision-making process in this information overload era.

The widely used recommendation methods include collabo-

rative filtering, content-based filtering, and hybrid filtering.

Despite the use of traditional methods, many approaches

are proposed to improve the quality of recommendations.

We first review some related work in this field.

2.1 Sequential Pattern Mining
Pattern mining is an essential branch of data mining,

which consists of discovering frequent itemsets, associa-

tions, sub-graphs, sequential rules, etc. [Chen 96]. The

target of sequential pattern mining is to detect sequential

patterns by analyzing a set of sequential data, in which oc-

currence frequency is one of the target [Pei 04]. Item2vec

embeds items into a low-dimensional representation by ac-

counting the item co-occurrence in user records. That is,

this model could generally capture the co-occurrence pat-

terns of items in each transaction data.

2.2 Personalized Ranking
From the target of the recommendation system, it can

be treated as a rating prediction problem or a personal-

ized ranking problem [Rendle 09]. The task of personalized

ranking is to provide a user with a ranked list of items,

which matches a real-life scenario. An example is that an

online retailer wants to give a personalized ranking item

list that a user may probably buy in the recent future. For-
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mer research for personalized ranking algorithms optimized

through learning users’ preferences on a set of items, which

include BPR [Rendle 09], CliMF [Shi 12].

2.3 Item Representation Learning
The word embedding method [Mikolov 13] have attracted

much attention from fields besides NLP. The recommenda-

tion is also to utilize this method for better performance,

including clustering [Barkan 16] and regression. Represen-

tation learning in recommendation means getting relation-

ships between items from a specific data set, which is called

item embedding. Barkan and Koenigstein [Barkan 16] first

proposed Item2Vec model which based on a neural item em-

bedding model for collaborative filtering. In this method,

item embedding is used to learn a better item representation

but fail to give a personalized ranking recommendation. In

this research, we propose an item embedding based method

combined with users’ history behaviors to provide a person-

alized next-item recommendation.

3. PROBLEM STATEMENT

In this section, we first introduce the problem formaliza-

tion of recommendation based sequence behavior. We then

describe the item embedding and recommendation for the

next item in detail. After that, we talk about the learning

and prediction procedure of this method.

3.1 Formalization
Let U = {u1, u2, ..., u|U|} be a set of users and I =

{i1, i2, ..., i|I|} be a set of items, in which |U | and |I| denote
to the total number of unique users and items, respectively.

For each user u, the transaction history data Tu is given

by Tu = (Tu
1 , T

u
2 , T

u
3 , ..., T

u
t ), where Tu

t ⊆ I. The purchase

history of all users is denoted as T = {T 1, T 2, T 3, ..., T t}.
Given the transaction data of all users, our task is to pre-

dict what the user will probably buy in the next time

(eg. t-th), which is denoted as R = {R1, R2, R3, ..., Ru}.
Every Ri includes k items as recommendation: Ri =

{Ri
1, R

i
2, ..., R

i
k, }.That is, we need to generate a personal-

ized ranking Ri for user ui in t-th transaction.

3.2 Item2Vec algorithm
Our purpose is to learn a recommendation model from a

sequential transaction data which could also combine users’

overall taste. In this section, we first explain Item2Vec al-

gorithms in detail, which generate item embedding from se-

quential data. Then users’ general taste will be concluded

from one user’s whole transaction data. At last, item rep-

resentations and users’ general taste will be combined to

create a personalized ranking for a next-item recommenda-

tion.

To proposed our method for personalized ranking from

a sequential user transaction data, we first need to have

a look at Item2Vec specifically. Skip-gram with negative

sampling (SGNS) was first introduced in word embedding

by Mikolov et al. [Mikolov 13]. The neural embedding in

natural language processing attempts to map words and

phrases into a vector space of low-dimensional semantics

and syntax. Skip-gram uses the current word to predict its

context words. The item collection in Item2vec is equiv-

alent to the sequence of words in word2vec, that is, the

sentence. Commodity pairs that appear in the same col-

lection are considered positive. For the set w1, w2, ..., wK

objective function:

1

K

K∑
i=1

K∑
j �=i

log(wj |wi) (1)

Same as word2vec, using negative sampling, define p(wj |wj)

as:

p(wj |wj) = σ(uT
i vj)

∏
σ(−uT

i vk) (2)

Finally, the SGD method is used to learn the max of the

objective function and to obtain the embedding represen-

tation of each item. The cosine similarity between the two

items is the similarity of items.

The cosine similarity between two vectors can be formal-

ized as:

cos(v1, v2) =
v1 · v2
|v1||v2| (3)

3.3 Proposed method
From Item2Vec method, all users’ transaction data T =

{T 1, T 2, T 3, ..., T t} is used to learn item representations.

More specifically, Item2Vec algorithm inputs a large corpus

of transactions and creates a vector space, in which every

unique item is transformed as a vector in this space. Based

on this, we produce item representations based on users’

sequential transaction data.

The advantage of our methods is that we can introduce

aggregation operations in forming user representations from

their history transaction data. In this work, we propose two

aggregation methods to get a user representation.

The first is average pooling. This method construct one

vector by taking the average value from a set of vectors. Let

V = {v1, v2, v3, ..., vl} be a set of vectors. Average pooling

of V can be formalized as:

fave(V ) =
1

l

l∑
i=1

vi (4)

Second is max pooling. This method construct one vector

by taking the max value from a set of vectors. Thus, max

pooling can be formalized as:

fmax(V ) =

⎡
⎢⎢⎢⎣

max(v1[1] ... vl[1])

max(v1[2] ... vl[2])

... ... ...

max(v1[n] ... vl[n])

⎤
⎥⎥⎥⎦ (5)

From a user’s transaction data T i, we can get a user

representation �ui from fave(T
i) and fmax(T

i) as �uiave

and �uimax. Combine with top-K recommendation from

item embedding, which is Ri, we re-rank Ri based on the

weighted similarity with user ui. The detail of re-ranking

of recommendation Ri is in Algorithm 1.

In this way, we can combine ui’s general taste ( �uiave and

�uimax) and sequential prediction (Ri) to get a overall pre-

diction.
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Algorithm 1 Combination of user representation and top-

K recommendation

Input: top-K recommendation Ri for ui, user vector �uiave

and �uimax, item set I

Output: Ri
ave and Ri

max

1: for j ≤ top−K ∗ 2 do

2: if Ri
j ⊆ I then

3: Ri
ave−j = cos(Ri

j , �uiave) and Ri
max−j =

cos(Ri
j , �uimax)

4: else

5: test size− 1

6: end if

7: end for

8: sort Ri
ave and Ri

max from highest to lowest, choose top-

K items from Ri
ave and Ri

max

9: return Ri
ave and Ri

max

Dataset name # users # items # T

Online Retail 90,346 2553 397,923

Table 1: Basic Information about Online Retail dataset

4. EXPERIMENT AND DISCUS-
SION

In this section, we conduct empirical experiments to test

the effectiveness of our method for a next-item recommen-

dation. We first introduce the experimental data set, the

baseline methods in our experiments. Then we compare

our approach with the baseline model to study the effect of

different aggregations. Finally, we make some analysis on

the result of the experiments.

4.1 Dataset
We conduct our experiment on an open data set named

’Online Retail dataset’ [UCI 15]. This data set includes

transaction data from 2010.12.01 to 2011.12.09. Every row

includes invoice number, product number, product name,

sale quantity, sale time, unit price, customer ID, and cus-

tomer’s country. After deleting the row that has a default

value, the data set basic information is in Table 1.

4.2 Evaluation and Discussion
We divided the dataset into train data and test data.

Train data was used to train item2vec model to generate

the item representations. Test data was used to evaluate

the effectiveness of our method.

In the test data, we first remove the last transaction data

from user u. So the remaining is Tu
n−1 = {i1, i2, i3, ..., it−1}.

We use the learned model and remaining Tu to make a

recommendation of top-K items located closer to each item

in the learned vector space. Then these top-K items and

user vector derived from Tu
n−1 are combined to make the

final top-K recommendation.

Here we use Recall as the prediction evaluation. The

recall is formalized as below:

Recall(Tu
t , R

u
t ) =

Tu
t

⋂
Ru

t

Tu
t

top-K

Method
Ave Max

1 14.98% 20.25%

3 6.41% 8.43%

5 8.95% 7.54%

10 4.57% 6.13%

15 1.47% 7.75%

20 3.37% 3.85%

Table 2: Recall percentage improvement compared with

baseline method

In our experiment, we set top-K=1,3,5,10,15,20 as the

number of items that would be recommended to user u.

In this experiment, the baseline method is the prediction

derived from the item2vec method, which was not combined

with a user vector. The comparison of these methods are

as follows.

Figure 1: The change of recall for three methods

We can see that the average model and max model could

improve over 10% of recall compared with the baseline

model. That means if we recommend one item for a user,

our model performed well by aggregating user’s vector and

item2vec prediction. However, this improvement declined

with the increase in top-K, which means if we recommend

a lot of items to a user at one time, our improvement is not

as effective as recommending fewer items. Compared with

the baseline model, the recall of the average model and max

model are higher, and they get higher with the increase of

top-K. If we provide more items for a user, the probability

of correct prediction will be higher, just as Figure 1 shows

above.

5. CONCLUSION

Representation learning has attracted many attentions

in recommendation field for describing local item relation-

ships. In this paper, we utilize the item embedding method

to learn item representations from sequential transaction

data. And we also constructed user representations to get

a ranked list of items for a user. The experiment result
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demonstrated that our proposed method for next-item rec-

ommendation outperformed baseline model in prediction

recall. Specifically, our models get 14.98% and 20.25% im-

provement compared with baseline model in a top-1 rec-

ommendation, which means we get a distinct improvement

when the number of the recommended item is relatively

small.
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Application of Unsupervised NMT Technique to

Japanese–Chinese Machine Translation

Yuting Zhao∗1 Longtu Zhang∗2 Mamoru Komachi∗3

Tokyo Metropolitan University

Neural machine translation (NMT) often suffers in low-resource scenarios where sufficiently large-scale parallel
corpora cannot be obtained. Therefore, a recent line of unsupervised NMT models based on monolingual corpus is
emerging. In this work, we perform three sets of experiments that analyze the application of unsupervised NMT
model in Japanese–Chinese machine translation. We report 30.13 BLEU points for ZH–JA and 23.42 BLEU points
for JA–ZH.

1. Introduction

Neural machine translation (NMT) has recently shown

impressive results thanks to the availability of large-scale

parallel corpora [Bahdanau 14]. NMT models typically fit

hundreds of millions of parameters to learn distributed rep-

resentations which may generalize better when data is re-

dundant. Unfortunately, finding massive amounts of paral-

lel data remains challenging for vast majority of language

pairs, especially for low-resource languages, as it may be

too costly to manually produce or nonexistent. Conversely,

monolingual data is much easier to find, and many lan-

guages with limited parallel data still possess significant

amounts of monolingual data.

Recently, remarkable results have been shown in train-

ing NMT systems relying solely on monolingual data in the

source and target languages by using an unsupervised ap-

proach [Artetxe 18, Lample 18a]. They proposed unsuper-

vised NMT models that are effective on English–French and

English–German. Following their practice, we try to apply

unsupervised NMT model to Japanese–Chinese translation.

In this work, we perform experiments from two data do-

mains. They are divided into two types of monolingual cor-

pus and quasi-monolingual corpus. Among them, the best

BLEU score can reach 30.13 of ZH–JA and 23.42 of JA–ZH

with using ASPEC-JC (Japanese Chinese language pairs)

parallel corpus [Nakazawa 16] in the quasi-monolingual set-

ting.

2. System Architecture

The unsupervised NMT model [Lample 18b] we used is

composed of two encoder-decoder models for source and

target languages and in series with back-translation mod-

els. The encoders will encode monolingual sentences into

latent representations for respective decoders. One decoder

is used as a translator to decode the latent representa-

tions, and the other decoder perform the denoising effect

of a language model on the target side that refines the la-

tent representation of the source sentence. Then, it jointly

train two back-translation models together with the two

Contact: Yuting Zhao, zhao-yuting@ed.tmu.ac.jp

encoder-decoder language models. In the forward trans-

lation, the model generates data which will be trained to

the backward translation and in the backward translation,

the model trained from the generated target to the source

generates translations. The generated sentences from back-

translation are added to the regular training set in order to

regularize the model.

3. Experiment

3.1 Datasets
We prepare three data sets from ASPEC-JC (Japanese

Chinese language pairs) parallel corpus [Nakazawa 16] and

Wikipedia dump ∗1.
For quasi-monolingual data, the Japanese–Chinese por-

tion of ASPEC-JC was used. Note that although this

is a parallel corpus, we shuffled it and used it monolin-

gually. In this paper, we call it ASPEC-Quasi. Official

training/development/testing split contains totally 670,000

Chinese and Japanese sentences for training and 2,000+

sentences for evaluating and testing.

For monolingual data, the Japanese–Chinese portion of

ASPEC-JC was also used. Note that we shuffled it monolin-

gually and divided the monolingual Chinese and Japanese

data into the first half and the second half. Then, they

were staggered and combined to form two groups of mono-

lingual data sets with a size of 335,000, and one group was

randomly selected for experiment. In this paper, we call it

ASPEC-Mono. In addition, we created a Japanese–Chinese

monolingual corpus with a training size of 10 million from

Wikipedia articles. As above, evaluation and test data are

all official data from ASPEC-JC.

3.2 Preprocessing
Firstly, we tokenize Japanese and Chinese datasets sep-

arately. We use MeCab ∗2 with dictionary IPADic for

Japanese and Jieba ∗3 with its default dictionary for Chi-

nese. Secondly, we join the source and target monolingual

corpora to learn fastBPE tokens with the vocabulary size of

30,000. Finally, we apply fastText [Bojanowski 17] on the

∗1 https://dumps.wikimedia.org/

∗2 http://taku910.github.io/mecab/

∗3 https://github.com/fxsjy/jieba
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Corpora Amount JA-ZH ZH-JA

ASPEC-Mono 335,000 8.9 10.37

Wikipedia 10,000,000 9.74 12.51

ASPEC-Quasi 670,000 23.42 (31.19) 30.13 (39.18)

Table 1: BLEU scores of 3 datasets. (The BLEU score of

OpenNMT model is presented in parentheses)

BPE tokens. This way, we obtain cross-lingual BPE em-

beddings for Chinese and Japanese language pairs to initial-

ize lookup tables. More specifically, we use the skip-gram

model with ten negative samples, a context window of 5

words, and 512 dimensions.

3.3 Model
In this work, our models use transformer cells as basic

units in the encoders and decoders with PyTorch toolkit

version 0.5. We set the number of layers of both the en-

coders and decoders to 4, and the hidden layers is set to

512. Adam optimizer is used with a learning rate of 0.0001

and a batch size of 25. We set a maximum length of 175

tokens per sentence for each type of dataset and a dropout

rate of 0.1. We also set random blank-out rate to 0.1 and

word shuffle of 3.

BLEU score is used to evaluate translation in both direc-

tions with every iteration, and training will stop when the

scores from the last 3 iteration did not improve any more.

4. Results and Discussions

The BLEU scores obtained by all the tested datasets are

reported in Table 1.

Amount of data. Firstly, we see the results obtained

from the complete monolingual datasets ASPEC-Mono and

Wikipedia. As our baseline, the results of ASPEC-Mono ob-

tained 8.9 BLEU points for JA–ZH and 10.37 BLEU points

for ZH–JA. As the amount of sentences increases from

335,000 to 10,000,000, the results of Wikipedia obtained

9.74 BLEU points for JA–ZH and 12.51 BLEU points for

ZH–JA. Comparing with ASPEC-Mono, scores have gone

up in both directions despite of domain difference.

Quasi-monolinguality. Secondly, we see the results in

the last row, which is from ASPEC-Quasi corpus. It gets

23.42 BLEU points for JA–ZH and 30.13 BLEU points for

ZH–JA. This result exceeds all the previous two results.

Moreover, the OpenNMT model using ASPEC-JC parallel

corpus reports 31.19 BLEU points for JA–ZH and 39.18

BLEU points for ZH–JA. In contrast, the BLEU score of

unsupervised NMT is lower than that of supervised NMT,

but the gap is not big.

5. Related Work

From the work of Sennrich et al. [Sennrich 16], they pro-

posed a straightforward approach to create synthetic paral-

lel training data by pairing monolingual training data with

an automatic back-translation.

Recently, Artetxe et al. [Artetxe 18] and Lample et

al. [Lample 18a] have achieved substantial improvement

for fully unsupervised machine translation. They leverage

strong language models through training the sequence-to-

sequence system as a denoising autoencoder.

6. Conclusion

Based on the above analysis, it can be inferred as follows:

• For monolingual data, the larger the data, the better

the translation results.

• For quasi-monolingual data, the effectiveness of un-

supervised NMT model on Japanese–Chinese is quite

promising, even if it uses smaller training dataset.

From the experiment, we can see unsupervised NMT is

effective in Japanese–Chinese machine translation. How-

ever, it is worth considering that why there is a huge

gap between the results of using monolingual corpus and

quasi-monolingual corpus on Japanese–Chinese unsuper-

vised NMT. Even though the amount of monolingual

Wikipedia corpus is 15 times more than that of ASPEC-

Quasi corpus, the result is much worse. We hope to start

from this significant gap and continue to study the factors

affecting unsupervised NMT in Japanese–Chinese machine

translation.
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An Autonomous Cooperative Randomization Approach

to Prevent Attacks Based on Traffic Trends

in the Communication Destination Anonymization Problem

Keita Sugiyama∗1 Naoki Fukuta∗2

∗1 Faculty of Informatics, Shizuoka University
∗2 College of Informatics, Academic Institute, Shizuoka University

The communication destination anonymization problem is one of the problems to be resolved under some
trade-offs in the cyber security field. Several approaches have been proposed for the communication destina-
tion anonymization problem such as Wang’s U-TRI. However, due to the trade-offs that the user cannot take too
expensive costs to make the network performance improved while keeping its security level, there remains the issues
to make anonymization even over a short period of time while giving a good throughput. In this paper, we present
an overview of the approach to solve this issue by introducing autonomously coordinating multiple end-hosts and
a simulation environment to analyze it.

1. Introduction

When defending facilities with the camera network or

patrolling ponds for avoiding illegal disposals by drones,

the networks constituting them also need to be protected

at the same time in order to operate them properly. It

is mentioned that the anonymity of communication desti-

nation in such network is often implemented for this pur-

pose [Wang 17]. U-TRI [Wang 17] has been proposed by

Wang et al as one of the approaches for that purpose.

However, it is mentioned that U-TRI still suffers from an

issue when attackers are allowed to utilize their observed

traffic trends [Wang 17]. In this paper, we present an

overview of the approach to solve this issue by introduc-

ing autonomously coordinating multiple end-hosts and a

simulation environment to analyze it.

2. Background and Related Work

2.1 Communication Destination Anonymiza-
tion

It is one of the security problems on enterprise local net-

works that attackers are able to gather intelligence such as

which end-hosts are online and which end-hosts are impor-

tant by sniffing traffic in the networks. In order to prevent

this problem, identifiers appear in network traffic need to be

anonymized. PHEAR [Skowyra 16] and U-TRI [Wang 17]

are methods to anonymize addresses in the local network.

U-TRI implement anonymity by updating identifiers repre-

senting the communication destination and source in VIRO,

which is a method of efficiently routing packets using the

Software Defined Network, at random intervals based on

idea of Moving Target Defense [Jajodia 11].

Contact: Keita Sugiyama, Faculty of Informatics, Shizuoka

University, 3-5-1 Johoku, Naka-ku, Hamamatsu-shi,
Shizuoka 432-8011 Japan, cs15050@s.inf.shizuoka.ac.jp

2.2 Attacks Based on Traffic Trends
As mentioned in the original Wang’s U-TRI pa-

per [Wang 17], U-TRI leaves the problem to allow attack-

ers to attack based on traffic trends. Although the detail

is not clearly mentioned there, the following cases can hap-

pen. For example, on the system where multiple clients

are managed by a server, it is expected that packets whose

destination address or source address is the address of the

server appear frequently since multiple clients communicate

with the server. In such a case, even if the address of each

end-host is updated in a certain period, it is not difficult for

the attacker to identify the address of the server by investi-

gating the appearance situation of the address in a shorter

period than the address-update interval. The primary fac-

tor of that is that, U-TRI implements anonymity in the

medium to long term, but anonymity is not implemented

in the short term. It is possible to make that hard by mak-

ing the address-update interval very short for the purpose of

implementing anonymity. However, shortening the address-

update interval disorderly is not a practical solution since

it is expected that the network performance will be greatly

impaired by increasing the packet loss rate.

In this way, U-TRI leaves the possibility of traffic analy-

sis utilizing the fact that it is difficult to implement short-

term communication destination anonymity and that the

tendency of traffic tends to be biased due to the nature of

the system. In this paper, we will proceed with the nec-

essary discussion to propose a method to effectively imple-

ment short-term anonymity.

3. Overview of Proposed Approach

The aim of our proposed approach is to implement a

short-term anonymity in consideration of the trade-offs with

the network performance while implementing the commu-

nication destination anonymity in the medium to long term

like the U-TRI does. In addition, it is also required to
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Figure 1: The recently updated addresses estimated by the

attacker.

change the strategy automatically and autonomously in

consideration of the current traffic trends since network

traffic changes over time.

Regarding the former requirement, the approach that

each end-host determines the address-update frequency ac-

cording to its own importance level is considered as one of

the ways of satisfying the requirements.

Regarding the latter requirement, the approach that each

end-host determines the address-update frequency accord-

ing to its own packet transmission/reception status and

packet loss is considered as one of the methods satisfying

the requirements.

Therefore, it is possible for each end-host to determine its

own address-update frequency in consideration of its own

importance level, packet transmission/reception status, and

its potential or current level of packet losses. Here, an issue

is found using this approach. The issue of this approach is

that the attackers are able to predict the most recently up-

dated address, that is, the address likely to be the address

pointing to the end-host whose address is being updated fre-

quently, by excluding addresses that have not been observed

for a long time and addresses that have been observed for

a long time among the observed addresses. Figure 2 shows

how an attacker predicts the most recently updated ad-

dress from the observed addresses. Entries 1 to 4 are the

addresses that have not been observed for a long period of

time. Entry 5 is an address that is being observed for a

long period of time. The attacker predicts that entry 6 is

the address that was most recently updated.

In this way, it becomes an issue when attackers are able

to gain much profit by attacking the end-host with high fre-

quency of address-updates if the address-update frequency

can be predicted by attackers. In order to solve this issue,

we also require the ability that allows each end-host to coop-

erate with other end-hosts for giving attackers uncertainty

about their own importance level.

4. Calculation of Attack-Success Rate
by Simulator

In this work, we are preparing a prototype simulator to

evaluate effectiveness our approach. The prototype of simu-

lator has a mechanism to analyze the differences among the

original U-TRI and our approach regarding their abilities

to prevent an attack which utilizes its poor implementa-

tion of anonymity of communication destination (Attacker

Figure 2: Attack-success rate of each attacker against the

address-update interval of the server. The number of end-

hosts except for the server = 6, the address-update interval

of end-host except for the server = 2000 [steps].

A) and an attack which predicts an end-host whose update

frequency of the addresses is high (Attacker B).

On a situation with a network which has one server and

six cameras where each camera communicates with the

server, we analyze the attack-success rate of each attacker

in the case where the attack-success condition is to attack

the server. Figure 2 shows the results on that condition. It

shows the attack-success rate when only the address-update

interval of the server is changed while the address-update

interval of end-hosts are fixed except for the server.

5. Conclusion

In this paper, we presented an overview of the approach

to prevent attacks based on the traffic trends which is un-

avoidable in the original U-TRI, which provides the com-

munication destination anonymization problem in the cyber

security field by autonomously coordinating multiple end-

hosts. In addition, we presented a prototype simulator to

analyze differences among the original U-TRI and our ap-

proach.
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Cooperation Model for Improving Scalability of

the Multi-Blockchains System

Liu Keyang Ohsawa Yukio Teruaki Hayashi

Department of System Innovation, Graduate School of Engineering, The University of Tokyo

Scalability is an open question of the blockchain. Ongoing solutions, like Sharding and Side-chain, try to solve it
within an independent blockchain system. We propose a cooperation model by constructing a system of multiple
blockchains. In this model, secure cross chain operations can help to handle more requests. The gossip channel
can help to refresh the states of other blockchains. Through manage interactions among blockchain systems, this
model can limit their misbehaviors and improve scalability.

1. INTRODUCTION

Blockchain, a solution to decentralized systems, can

solve problems in fields like finance[Eyal 2017], supply

chain[Abeyratne 2016], crowdsourcing [Li 2018]. Currently,

blockchain can provide two functions. First, a blockchain

can work as a securely distributed ledger[Ren 2018]. Sec-

ond, a blockchain can provide a reliable distributed calculat-

ing platform. By using smart contracts[Underwood 2016],

all participants can execute functions correctly and give the

same output.

Generally, a decentralized system is more robust and

trusted than a centralized system. However, the scalability

is its weakness. Scalability problem is the long latencies or

superfluous messages caused by growing participants. Usu-

ally, it is a result of the consensus algorithm[Karame 2016].

Many solutions try to solve this problem within a blockchain

system. Sidechain shifts some assets into a sidechain to

realize faster responses[Back 2014]. Sharding technology

tries to split participants into several shardings for parallel

processing[Luu 2016]. All these works sacrifice security or

consistency for the efficient responses.

This work tries to solve the scalability problem

through cooperative problem-solving. In this model, each

blockchain system is an independent agent. The contri-

butions of this work are 1. A protocol for delivery versus

payment(DVP) problem. 2. The framework of Blockchain’s

cooperation model.

2. RELATED WORKS

Sharding is an exciting idea that split blockchain into sev-

eral shardings so they can handle requests simultaneously.

This idea shares some similarity with multiple blockchains

system. Elastico[Luu 2016] and Rapid chain[Zamani 2018]

are some great implementations of this solution. In these

systems, the randomness of each sharding limits the pos-
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Bunkyo-ku, Tokyo 113-8656 Japan, Department of

Systems Innovation, School of Engineering,The Uni-
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sibility of collusion and planned attacks. However, they

give up security or consistency to some degree. To solve

this problem, we propose a framework to weaken secure

assumptions of each blockchain. By considering possible

attack happens, this work focus on limiting the effect of at-

tacks. Hence, our model allows more sacrificing of security

on individual blockchain while providing better services.

Chen et al[Chen 2017] and Kan et al[Kan 2018] had fin-

ished some works about the communication between dif-

ferent blockchains. They simulate Internet stack and TCP

protocol to create the Inter blockchain communication pro-

tocol. Although these methods are functional, they are

also fragile to malicious attacks. Besides, they ignored the

achievements of the consensus algorithm which is very use-

ful in DVP problem. This work will consider the case that

some blockchains are controlled or created by attackers. We

can prove that these attacks cannot affect other blockchains.

3. PROBLEM MODEL

This part will clarify assumptions and notations of this

model. First, N = 1, 2, ...n represents the set of agents.

Each agent i is a distributed network that maintains one

blockchain Bi[] with all terminated blocks list linearly. The

participants of each agent run the consensus algorithm to

maintain the blockchain and provide their services to users.

Terminated block means at least fi > 0.5 participants have

confirmed and stored the block. fi is the parameter of each

agent’s consensus algorithm.

Second, all block contents two parts: header and body.

A header contains at least the hash of the previous Block,

metadata of the body, and signatures of the creator. For

convenience, all blockchains’ contents, like transactions or

Key-Value pair, is unified under an abstracted class – log.

Each agent should support two operations: verify and

checki. verify(log, h) will return the validity of one log

before the hth block Bi[h] according to the rule of the

blockchain. Taking a Bitcoin’s transaction as an exam-

ple, input should be a subset of unspent transaction output

(UTXO), and the sum of inputs should be larger than the

sum of outputs. checki(log) returns the position of one log

in Bi. It will return -1 when it does not exist. Hence, the
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following property held:

• a.(Validity) ∀h > 0 and log ∈ Bi[h], verifyi(log, T ) =

True for T < h and verifyi(log, T ) = False for T > h.

• b.(Agreement) If checki(log) == True, log can be ac-

cessed from at least fi part of participants in agent

i.

Third, we assume adding one legal log into a blockchain

consume resources for all agents. Under this condition,

cross chain operation becomes a DVP problem. Off-line

cost’s DVP problem is the job of exchanges. This work

focus on the online DVP problem between two agents. Co-

operation model will guarantee the payment’s validity stick

to the delivery of goods.

Last, we allow an agent itself can work improperly or at-

tack some other agents. Since an agent can work indepen-

dently, agents need some mechanism to control the effect of

attacks. One naive way is creating a higher layer blockchain

among different agents so it can be byzantine fault tolerate.

This work uses another lightweight method. We create an

externality of each cross-chain operation without affecting

other agents. However, these externalities can prove the ex-

istence of misbehavior and punish the agent by detaching

it from the network.

4. COOPERATION MODEL

This section includes the detail of the cooperation model.

To begin with, we defined two extended functions for each

participant of agents in our model.

4.1 Extended operation
Define a condition log clog1 = log1||log2||j||h1||h2 rep-

resents log1 is a cross chain operation related to log2 in

agent j. The expiration height for a condition log is h1

and h2 in agent i and j. All participants of agents main-

tain a waiting list(WL) for cross chain log and condition

log. WL supports a function condcheck(). When clog1 and

log1 are stored together in WL, condcheck(log1) = clog

and condcheck(clog1) = log1. In other cases, it returns the

existence of input log in WL.

Next, we need to define the extended func-

tion checkEXi(log1). Let checkEXi(log1)=-1 if

condcheck(log1) = True. If condcheck(log1) = clog1,

checkEXi(log1) = checki(clog1). In other

cases,checkEXi(log1) = checki(log1). checkEXi(clog1) =

checki(clog1)

Then, we define function verifyEx(log, h) in algorithm 1.

4.2 Workflow
By using previous notations, the operations to WL are

following:

• When the new terminated block contains a condition

log clog1, all participants add clog1 and log1 into their

WL.

Algorithm 1 verifyEx

Input: log1 or clog1, h

Output: True or False

1: if Input is normal log then

2: if condcheck(log1)! = clog1 then

3: return verify(log1, h)

4: else

5: return checkEXi(clog1) ≥ 0 &

checkEXi(log1) < 0 & checkEXj(clog2) ≥ 0

& verify(log1, h)

6: end if

7: else if condcheck(clog)! = False then

8: return False

9: else

10: return h < h1&verify(log1, h)

11: end if

• Expire: When Bi[h1] is terminated clog1 is re-

moved from WL. WhencheckEXj(log2) ≥ 0 and

checkEXi(log1) ≥ 0 log1 and clog1 is removed.

the workflow of cross chain operations are following:

• 1. Register: A user submits clog1 to one participant.

Participants check verifyEXi(clog1, ht) where ht is

the current height of blockchain Bi. If it returns True,

commit clog1 to next block.

• 2. Condition-commit: If the newest terminated Blocks

contain clog1, all participants add clog1 and log1 to

their WL.

• 3. Pre-commit: User submits log1 to one partici-

pant.The participant checks verifyEXi(log1, h). If it

is true, commit log1 to next block.

• 4. Commit: When the height of blockchain

reaches h1, participant check checkEXi(log1) and

checkEXj(log2) to determine whether to expire clog1.

The workflow of a success cross chain operation looks like

Figure 1.

Till now, we have clarified main steps of a cross chain op-

eration. The final step is to broadcast the latest view, like

the hash of last terminated block header, of both agents.

One agent can use a gossip channel to notify other agents

of updating. This gossip is not necessary to be received or

confirmed. However, an agent can reveal a fork by identi-

fying an unmatched view of one agent.

4.3 Communication rule
In the cooperation model, each blockchain is an agent to

act. Hence, verifying the status of one agent demands suf-

ficient supports from its participants. Due to the property

of agreement, secure connection with one agent i anchors

to the parameter fi. For a given possibility p , the required

confirmations mi should satisfied (1 − fi)
mi < p. Hence,

mi ≥ p
ln(1−fi)

.

A secure communication requires enough participants of

agent i asks for mj confirmations from agent j indepen-

dently. The communication cost is O(mi ∗ mj) per time.
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Figure 1: The work flow of one cross chain operation.

An efficient way is to select some proxies to do this commu-

nicate. Once selected proxies confirmed checkEXj(), they

can spread the gossip information among agent i. Under

this method, the cost is O(mi). For preventing collusion,

participants should randomly select proxies.

5. ANALYSIS AND EXPERIMENT

5.1 Function analysis
To view other possible situations of this protocol, we can

consider the states of WL. WL can allow three statues:1.

Null,2. clog1 and log1, 3. log1. Table 1 shows the result

of VerifyEX and CheckEX, where the condition is the 3rd

line in Algorithm 1. When a user submits clog1, only case

1 and case 3 can continue. Case 3 means new condition

log is a supplement to an expired one which jumps to the

final stage. When a user submits log1 at case 3, partici-

pants can detect that it is a rejected log. As a result, on

one can admit a existed cross chain operation log1 without

satisfying a condition clog1. This is the cost of agreement

in a blockchain.

Assumes log′ is conflicted with log1, which indicates the

terminated blockchain can only contain one of them. The

condition for committing log′, checkEXi(log1) should be

less than 0. Since termination requires admissions of at

least half of all participants, they can exclude the possibil-

ity of conflicts within the blockchain. Once a terminated

block contains log′, it is impossible to activate log1 in case

3 any more. The reason is clog1 is also conflicted with log′.

Func

WL
Null Clog&log log

VerifyEX(clog) Verify(Log) False Verify(Log)

CheckEX(clog) check(clog) check(clog) check(clog)

VerifyEX(log) Verify(Log) condition Verify(Log)

CheckEX(log) check(log) check(clog) -1

Table 1: Result of VerifyEX(ignore h) and CheckEX

Hence, by using the property of Blockchain, this protocol

can solve the DVP problem of cross chain operations.

5.2 Security analysis
This part provides some brief proofs of security. Gener-

ally, there are two types of attacks: agent’s misbehaviors

and communication attacks. During the protocol, the only

information needed about other agent is function checkEX

which affect by WL and terminated blocks. Hence, Adjust-

ing can detect the counterfeit WL and Bi. Once attacker

Eve controls the agent j, j can reply to other agents arbi-

trary and support any cross-chain operations. After com-

pleting a cross chain operation, Eve can create a fork to

repeal the existed log. In this case, agents that received

the previous view of j will anchor to the elder branch and

reject new branch inherit the identity of j. The network

will wait for j recovering the former branch and continue

its services. Here, the gossip channel creates an externality

of an agent so that it cannot change its termination within

the network. The higher rate to verify gossip, the higher

termination the model can propose.

Besides, there are some network attacks like Sybil attacks

and DDOS attack among agents. Sybil attack means the

attacker create several agents in the model to arrange at-

tacks. However, these bot agents need to spend enough

resources to convince users of other agents for one round

attack. Hence, this attack is not profitable if users can

manage their risk. Another way is isolating one agent like

Man in the Middle(MITM) attack to block gossips. This at-

tack is very costly when the target is a distributed network.

A fixed and reliable channels can also resolve this attack.

In a word, the resilience against manufactured identities

depends on the value of each agent. Lastly, DDOS attacks

also worth considering. Attackers can attack waiting list by

creating many useless conditional logs. The solution can be

charging an additional fee for registering cross chain opera-

tion. Indeed, cross chain operations require extra payment

for stronger termination and complex procedures. The most

significant problem relates to the gossip channel where re-

dundancy informs can block useful gossip. Hence, the gossip

channel needs some rule for filtering. Agents can require a

signature for each message, limit frequency of source agents,

create some periodical routes.

5.3 Experiment
This work intended to improve the scalability of one agent

through cross chain operation. The experiment evaluated

the average latency and gossip burden for different rates of

cross chain operations in the worst case. Latency is eval-

uated by the number of blocks for solving same amount
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of requests. Gossip represents the number of message

sent in gossip channel when discard rate is 0.5. The re-

sult(Figure 2) shows a linear growth of latency with inter

log rate and stable average gossip message related to the

number of agents. The increasing of latency relates to the

size of condition logs. In the experiment, we assume condi-

tion log spending double space compare to other logs.

Figure 2: Average latency and gossip according to cross

operation rate when transactions terminate immediately.

The first picture shows the number of gossips is square to

the system’s scale. The second picture shows the system do

not accumulate gossips or latency as time goes by.

6. CONCLUSION

This work proposes a cooperation model for improving

scalability. Under the cooperation model, cross chain op-

eration can create externality of each agent and spread it

through gossip channel. The termination of one agent can

partly rely on other agents and agent can pay more atten-

tion to achieve agreements. On the other hand, cross chain

operation extends the ability of one agent and allow a more

flexible exchange between different digital assets. We can

still optimize this work in many ways. Condition log and

gossip message can be compressed to reduce latency and

burden of gossip channel. A gossip checking protocol can

detect forks faster. The future works will focus on the con-

sensus design under the cooperation model and optimiza-

tion of gossip channel and related protocols.
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Effect of Visible Meta-Rewards on Consumer Generated Media

Fujio Toriumi∗1Hitoshi Yamamoto∗2Isamu Okada∗3
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Consumer Generated Media(CGM) are useful for sharing information, but information does not come without
cost. Incentives to discourage free riding (receiving information, but not providing it) are therefore offered to
CGM users. The public goods game framework is a strong tool for analyzing and understanding CGM and users’
information behaviors. Although it is well known that rewards are needed for maintaining cooperation in CGM, the
existing models hypothesize the linkage hypothesis which is unnatural. In this study, we update the meta-reward
model to identify a realistic situation through which to achieve a cooperation on CGM. Our model reveals that
restricted public goods games cannot provide cooperative regimes when players are myopic and never have any
strategies on their actions. Cooperative regimes emerge if players that provide first-order rewards know whether
cooperative players will give second-order rewards to the first-order rewarders. In the context of CGM, active
posting of articles occurs if potential commenters/responders can ascertain that the user posting the article will
respond to their comments.

1. Introduction

Consumer generated media (CGM) are the most active

information sharing platforms in which users generate con-

tents by voluntary participation. They include information

sharing sites such as Wikipedia and TripAdviser, and ques-

tion/answer forums such as Yahoo Answers. CGM reflect

positive traits of the Internet because, in CGM, aggregating

users’ voluntary participation bears values, and thus they

have network externality in which the more active users are,

the more the values of the CGM are.

CGM rely on user-provided information and thus fail

if information is not provided. Getting users to provide

information generally requires effort costs including time

costs and click costs[Nakamura 14]. Therefore, CGM users

are given incentives to discourage free riding, a situation

in which users receive information, but do not provide it.

While huge CGM never worry about freeriding, many man-

agers of small-sized CGM pay attention to it. CGM can be

regarded as a kind of public goods game–a social dilemma

game in which users may refrain from paying costs (that

is, free riding), although they could benefit substantially if

they contributed.

To avoid the free-rider problem, many CGM adopt in-

centive systems for users to receive comments as appreci-

ation for posting articles. These comments are considered

rewards for contributing to the public goods game. More-

over, many real CGM systems provide Like buttons to re-

act to comments, which can be regarded as meta-rewards.

This is because comments also give psychological benefits

to original article providers as well as Like buttons give

psychological benefits to their receivers.

Toriumi et al. [Toriumi 16] used a public goods game

model to show that meta rewards are required to maintain

cooperation. A meta reward is a reward for those who gave

a reward to cooperative users. Many CGMs implement a

function that allows other users to express their gratitude

to those who provided information, and the users who ex-

: Fujio Toriumi, tori@sys.t.u-tokyo.ac.jp

pressed their gratitude can also be given something as a

reward.

However, the model has an unrealistic hypothesis which

called Linkage hypothesis: Whoever performs the first-

order sanction (rewards) also performs the second-order

one. This hypothesis is needed for the theoretical ratio-

nale of meta sanctions because, if the second-order sanc-

tions are independent of the first-order sanctions, third-

order free riders who shirk the second-order sanctions only

are possible, and thus cooperation through meta sanc-

tions collapses. Experimental studies have no consensus

on this linkage hypothesis. Some experiments support

the linkage between the first-order sanctions and cooper-

ative behaviors [Horne 01, Horne 07] while others deny it

[Yamagishi 12, Egloff 13]. The linkage hypothesis between

the first-order and second-order sanctions is partially sup-

ported by an experiment of a one-shot public goods game

[Kiyonari 08].

In this paper, we will model our CGM public goods

game without assuming the linkage hypothesis between the

first- and second-order rewards. While a previous model

[Toriumi 16] uses the same parameter, ri, as the probabili-

ties of giving rewards and giving meta rewards, our model

separates the former probability from the latter.

2. Models and Methods

In this section, we develop a model that reflects real CGM

by extending the CGM model proposed by Toriumi et al.

[Toriumi 12]. We then define an adaptive process of play-

ers in the model to explore feasible solutions of strategies

for promoting and maintaining cooperation. Third, we in-

troduce several scenarios to provide insight for managing

real CGM by comparing their performances. Finally, we

set parameter values to perform our simulation.

2.1 A restricted meta reward game model
We consider N agents playing a restricted meta reward

game. The game is run for a discrete time and each period is

referred to as a round. In each round, all agents play three

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3H3-E-3-03



sequential steps in serial order. Using the case of Agent

i as an example, Agent i has its own strategy denoted by

(bi, ri, rri), which we will explain later.

In the first step, the agent provides its own token into a

public pool with probability bi and otherwise does not. In

CGM, a contribution and a non-contribution are, respec-

tively, regarded as an information-providing behavior and

a non-providing behavior. If a token is provided by Agent

i, i must pay a cost κ0, also the other N − 1 players receive

a benefit, ρ0.

In the second step, rewards for providing a public good

may occur. In CGM, posting a comment to an information

provider is regarded as a reward. If and only if Agent i

provides a token, the other N−1 agents consider whether or

not they will give a reward to Agent i. Agent j( �= i) gives a

reward to Agent i with probability pri→j and otherwise does

not. This probability is calculated as pri→j = ε · rj , where
rj is j’s own reward parameter and ε is an expected rate

of meta rewards newly introduced in this model to consider

the third challenge of the above-mentioned prior studies. If

a reward is given, Agent i gains a constant benefit, ρ1, while

Agent j must pay a constant cost, κ1.

In the third step, meta rewards for giving rewards may

occur. In our model, meta rewards from contributors are

possible in the first step only to consider the second chal-

lenge of the previous studies, thus making this model a

restricted game. In CGM, a reply to comments is regarded

as a meta reward. If and only if Agent i received a reward

from Agent j, Agent i can decide whether to give a meta

reward to Agent j with probability rri, and otherwise not.

While Toriumi et.al.[Toriumi 12] assumes that ri = rri, our

model assumes that these are independent of each other to

consider the linkage hypothesis. If a meta reward is given,

Agent j gains a constant benefit, ρ2, while Agent i must

pay a constant cost, κ2.

Each agent plays the above three steps four times in each

round. When all agents complete these steps, each agent’s

final payoff at each round is regarded as its fitness value.

2.2 Simulation scenarios
In the restricted meta reward game, there is no incentive

to give meta rewards, and thus players never provide meta

incentives. To consider this point, we introduce players’

expectations of meta rewards. We then explore how these

expectations are reflected in the probability of providing

rewards using the following three scenarios that are different

values of expected rates of meta rewards, ε.

1. No reference (ε = 1.0): players do not use any refer-

ence

2. Social reference (ε = 1
N

∑
k
rrk): players use the aver-

age rate of meta rewards in the group

3. Individual reference (ε = rri): players use cooperator

i’s probability of meta rewards

Scenario 1 is a baseline. Scenario 2 describes a situa-

tion that players can get information on a providing rate of

meta rewards in CGM. For instance, we suppose a system

Table 1: Simulation Parameters

Param Value

N 100

Simulation steps 1000

μ (benefit-cost ratio) 2.0

δ (discount ratio) 0.8

ρ0 (benefit of cooperation) 2.0

κ0 (cost of cooperation) 1.0

in which seeing all meta rewards for rewards by others is

possible. Scenario 3 describes a situation that visualizes a

providing rate of meta rewards for information provided in

CGM. In this scenario, we assume that players can decide

whether or not to provide meta rewards to a cooperator

after they check the providing rate of meta rewards of the

focal cooperator.

2.3 Parameter setting
For simplicity, we set the values of the parameters above

by installing two new intervening parameters: δ and μ.

κ0 = 1.0 (1)

ρn = μ · κn (2)

κn = δ · κn−1, (3)

where n = 1, 2.

At first, we simulate the case of μ = 2 and δ = 0.8 to

clarify the performances of each scenario. Then, we investi-

gate the influences of the cost-reward ratios in Section 3.2.

Table 1 shows the values of the other parameters in the

simulation.

3. Simulation Results

3.1 Comparison of three scenarios
We simulate 100 runs with different random seeds in each

scenario, and show the averages and the variances of values

using error-bars in Figs.1, 2, and 3. In these figures, the

vertical axes show the step numbers while the horizontal

axes show the average parameter values: Cooperation indi-

cates cooperation rates, bi, Reward indicates reward rates,

ri, and MetaReward indicates meta reward rates, rri.

As shown in Fig.1, the cooperation rate in Scenario 1 de-

creases at about 100 steps while increasing at the beginning.

This is due to the decrease in reward rates. The rate gradu-

ally decreases immediately after the beginning and reaches

0.1 at 20 steps. No reward never bears cooperation.

Scenario 2 faces the same mechanism and thus neither

scenario can maintain a cooperative regime.

In Scenario 3, on the other hand, the cooperation rate in-

creases from the beginning, then the meta reward rate also

increases and, finally, the reward rate increases, therefore

maintaining a stable cooperative regime as shown in Fig.3.

Why does Scenario 3 promote cooperative regimes while

Scenario 1 does not? This is quite surprising because pa-

rameter value ε is 1 in Scenario 3 while it is less than 1 in

2
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Scenario 1. We then analyzed the time series of coopera-

tion rates, reward rates, and meta reward rates in Scenario

3 in comparison with Scenario 1. At the beginning of the

simulation, cooperative rates increased in both scenarios.

However, the next phenomena are different. In Scenario

3, the meta reward rates increased before the reward rates

increased. This is because players with high meta reward

rates tend to receive more rewards than those with low meta

reward rates. If the number of players who give rewards is

sufficiently large, the high meta reward rates bear the ben-

efit of the rewards and are larger than the costs of meta

rewards. Therefore, players with high meta reward rates

benefit more than those with low meta reward rates.

The more players with high meta reward rates there are,

the greater the probability of receiving meta rewards when

giving rewards. Therefore, players who tend to give rewards

gain more benefit than those who do not, and thus the re-

ward rates increase. High reward rates enhance the benefit

of cooperation and, therefore, cooperative players have an

advantage over defective players. Cooperative regimes stay

robust.

3.2 Influence of cost-reward ratios
In our model, the rate of the reward benefit on

the reward cost is important for promoting cooperative

regimes[Toriumi 16]. Therefore, we simulated many cases

with different values of μ and δ. Figure 4 shows the average

rate of cooperation in 1000th step with in 50 runs per each

case. In this figure, the x axis indicates μ, the y axis indi-

cates δ, and the color bar indicates the average cooperation

rates.

The scopes of μ and δ are, respectively, 0.0 ≤ μ ≤ 5.0

and 0 ≤ δ ≤ 1.0. This figure shows that

1. Cooperative regimes emerge only in Scenario 3

2. Cooperative regimes never emerge if μ < 1.4 and

3. Cooperative regimes emerge if approximately μ · δ >

1.0

Among these, Result 2 is consistent with a previous study

[Toriumi 12] that demonstrated that cooperative regimes

require a substantially large benefit of rewards compared

with their costs. Our result adds the insight that it also

requires a sufficiently larger value of μ in our model than

the previous study’s model. This is because the expected

values of meta rewards are small if μ is small, and thus the

incentive to give rewards vanishes.

Next, we consider Result 3. As a result of our simulation,

condition μ ·δ > 1.0 is necessary for promoting cooperation.

In terms of the relationship between rewards and meta re-

wards, if the benefit of meta rewards is greater than the

cost of rewards, players may receive a benefit through giv-

ing rewards, and thus there are incentives to give rewards.

This indicates that

ρ2 > κ1 (4)

is required. If κ1 > 0 is satisfied, equations ρ2 = μ · κ2 =

μ · δκ1 are satisfied, and thus the necessary condition of

reward behaviors is

μ · δ =
ρ2
κ1

> 1.0. (5)

Strictly on this point, players do not always receive meta

rewards and thus we should consider the average rate of

meta rewards, rri. Therefore,

rri · μ · δ > 1.0 (6)

is the necessary condition.

If this condition is satisfied, players who give rewards

to other players at sufficiently large rates of meta rewards

have an advantage. This also means that cooperative agents

are given incentives from which they should receive a large

amount of meta reward rates. This mechanism works and

therefore players with large amounts of both reward rates

and meta reward rates have survival advantages and, finally,

cooperative regimes emerge.
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Figure 1: Result of Scenario 1
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Figure 2: Result of Scenario 2

4. Discussion

While our main results support the importance of

meta-rewards for activating CGM, we must state the

3
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Figure 3: Result of Scenario 3
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Figure 4: Change μ, δ in Scenario 3

other important drivers of real posting including brand

image[Kim 16], attention seeking, communication, archiv-

ing, and entertainment[Sung 16]. Moreover, we have no

option but to accept the future study on the empirical data

that support that the original article providers respond to

other commenters replies to sustain posting on CGM.

We developed a restricted public goods games model to

overcome the mismatches found between previous models

and actual CGM. Our model reveals that restricted pub-

lic goods games cannot provide cooperative regimes when

players are myopic and never have any strategies on their ac-

tions. Cooperative regimes emerge if players that give first-

order rewards are given information that reveals whether

cooperative players will give second-order rewards to the

first-order rewarders. In the context of CGM, if users who

post articles reply to commenters/responders, active post-

ing of articles occurs if potential commenters/responders

can ascertain that the user posting the article will respond

to their comments.

This study should be extended. First, the present version

of our model describes two types of players actions: coop-

eration as posting information and defect as non-posting.

However, defect behaviors in CGM can be divided into two

types: do nothing and post inadequate information. This is-

sue should be introduced in a future version. Second, while

our model assumes that all players can observe all informa-

tion, this is not realistic. We are interested in the influence

when the frequency of information accessibility depends on

the quality of the information.
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 Toward machine learning-based facilitation for online discussion in crowd-
scale deliberation  

Chunsheng Yang*1, Takayuki Ito*2, and Wen Gu *2 

*1 National Research Council Canada       *2 Nagoya Institute of Technology 

The objective of this paper is to develop machine learning-based facilitation agent for facilitating online discussion in 
collective intelligence, particularly for online discussion in deliberation. The main idea is to model facilitator’s human 
behaviour by using machine learning technique, case-based reasoning paradigm,.  After introducing the details of the 
proposed machine learning-based approach for facilitation of online discussion, the paper presents some preliminary results 
along with some outline of the on-going research tasks and future work. The results demonstrate that it is feasible and 
effective to develop machine learning-based agent for smoothing the discussion and achieving a consensus. 

 

1. Introduction 
Deliberation is defined as the activity of small group of people 

who make the best solution for themselves [Ito 2017].  Over 
centuries, such decision-making process never changed.  This 
deliberation process is controlled by a small group of powerful 
people who make the policies without incorporation of public 
opinion from crowd, and excludes the most people’s involvement 
during the decision-making.  Such an approach is becoming 
inadequate because many important ideas are not properly 
incorporated. Today, democratically, most people or crowds have 
to be involved in deliberation. 

 With the rapid development of Internet, the Internet-based 
online discussion in crowd-scale deliberation [Klein 2011] or in 
collective intelligence has attracted many efforts from 
researchers in social science and computer science. Online crowd 
decision-making support has received an amount of research 
interests, and some such support systems have been developed. 
For instance, Climate CoLab at MIT [Introne 2011] was a 
pioneer project which aims at harnessing the collective 
intelligence of thousands of people around the world to make 
arguments on global climate issues. The project developed a 
web-based crowdsourcing platform to facilitate the online 
argumentation [Klein 2011, Gurkan 2010, Klein 2007] 
democratically. Another example is COLLAGREE developed at 
Nagoya Institute of Technology (NiTech); it is a web-based 
online discussion platform [Ito, 2014], which provides a 
facilitator the support for managing online discussion to 
effectively achieve the consent through various mechanisms, 
including facilitation, incentives [Ito 2015], discussion-tree 
[Sengoku 2016], and understanding. The project team has 
applied the COLLAGREE to political applications such as city 
planning forum to collect the crowd opinion from public.  For 
example, NiTech and Nagoya City used COLLAGREE for 
generating the consent for Next Generation Total City Planning. 
With the help of COLLAGREE, the Nagoya City gathered many 
opinions from public citizens. On the other hand, the people from 

city can understand the importance of next generation city plan.  
Eventually a consent decision can be achieved democratically. 
Such online argumentation platforms or forums require the 
facilitators having systematic methodologies   to efficiently guild 
the discussion toward to consensuses by integrating ideas and 
opinions and avoiding flaming.  

Existing online discussion systems or collective intelligence 
support systems require the human facilitators to conduct 
facilitation in order to guide/ensure the online discussion towards 
consensus. However, human facilitators-based online discussion 
systems remain several challenging issues such as human bias, 
time/location restriction, and human resources constrains. To 
address these challenges, relieve some burden of facilitators, and 
reuse the prior experience and skills of the facilitators, it is 
desirable that more advanced techniques are available for 
supporting the automated facilitation to achieve the consensuses 
efficiently.   

Fortunately, the advancement of machine learning and multi-
agent systems techniques provides a venue for developing 
facilitator agent to automate facilitations for large-scale online 
discussion.  One of machine learning techniques available is 
case-based reasoning (CBR), which provides an effective 
reasoning paradigm for modeling the human cognition behaviors 
in solving real-world problems. CBR-based approach has been 
widely applied to many applications such as fault diagnostics 
[Yang 2003], recommendation systems, and judge supporting 
systems [Lopes 2010]. We believe in that machine learning-
based facilitation, specifically, CBR-based method should be a 
good solution to crowd-scale deliberation or online discussion 
facilitation.  Therefore, we propose a CBR approach to 
facilitating the crowd-scale online discussion in order to achieve 
a consensus efficiently. The main idea is to develop CBR-based 
facilitation actions/mechanisms, including better idea generation, 
smooth discussion, avoiding negative behavior and flaming, and 
maintaining online discussion, consensus-oriented guidance and 
navigation, and so on.  The paper mainly discuss the basic ideas 
on developing machine learning-based facilitation agent and   
some on-going research tasks and future work.  

 Following this Section, the paper presents the proposed CBR-
based approach for facilitating the online discussion in details; 

Chunsheng Yang, National Research Council Canada, 1200 
Montreal Road, Room370a@M50, Ottawa, ON, Canada, 
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Section III discusses the on-going research tasks and future 
work; and the final Section concludes the paper.    

2. Machine learning-based  facilitation agent 
Machine learning techniques have been widely applied to 

various real-world problems and have been achieved great 
success in developing machine learning-based modeling 
technologies. Today, the machine learning-based modeling 
technology has become a powerful tool for building models to 
explain, predict, and describe system or human behaviors. The 
main task is to develop the data-driven models from the historic 
data or past experience by using machine learning algorithms. 
The developed models have the given ability to explain, predict, 
and describe the system or human behaviour. For example, in the 
prediction applications, the machine learning-based models can 
forecast the system operating status, including failures or faults. 
With such predictions the proactive actions can be taken to 
maintain the system availability. In this work, we contemplate to 
use a case-based reasoning approach or paradigm to model 
facilitators’ behavior or facilitation by using their experience 
accumulated in past.  

2.1 CBR-based modeling for cognition 
CBR is rooted in the works of Roger Schank on dynamic 

memory and the central role that a reminding of earlier episodes 
(cases) and scripts (situation patterns) has in problem solving and 
learning [Schank 1983]. Today, Case-based reasoning is a 
paradigm for combining problem-solving and machine learning 
to solve real-world problems. It has become one of the most 
successful applied intelligences for modeling human cognition. 
The central tasks in CBR-based methods and systems [Amodt 
1994] are: "to identify the current problem situation, find a past 
case similar to the new one, use that case to suggest a solution to 
the current problem, evaluate the proposed solution, and update 
the system by learning from this experience. How this is done, 
what part of the process that is focused, what type of problems 
that drives the methods, etc. varies considerably, however”. A 
general CBR-based system or agent can be described by a 
reasoning cycle composed of the following four steps: 

 
. RETRIEVE the most similar case from existing case bases; 
. REUSE the solution in the case to solve the problem such 

as flaming, wrong post to the issue, distraction post; 
. REVISE the proposed solution if necessary; 
. RETAIN the parts of this case into a case base for future 

problem solving. 
 

2.2 Case composition and definition 
In general a case documents relationships between problems 

and its solutions. CBR solves a new problem by adapting similar 
solutions used for a similar problem in the past. For online 
discussion facilitation, a case can be defined as three components 
(as shown as Figure 1): online discussion case description, 
facilitation action, and case management.   Following is the brief 
description for each components.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Case Description: This component contains discussion post, 

issue related to discussion, topics, theme, and so on. Post could 
be a free text, or a group of sub posts.  

Case Management: This component consists of necessary 
case management information such as case status, case life cycle, 
case type, case consistence, and so on. 

Case Facilitation: This component records the facilitation 
actions conducted by human facilitator over the past online 
discussion. The main facilitation could be flaming control, topic 
shift, post combination, post deletion, idea promotion, and so on. 

From online discussion practice such as Nagoya City Planning, 
we have collected the data to create cases based on the case 
definition. It is especially useful to create facilitation cases which 
documents how a facilitator guided the online discussion; what 
kind of facilitation was used; how a facilitation action was taken, 
and so on.   

2.3 Similarity computation   
Based on the case definition above, a CBR method must 

provide a similarity algorithm for computing the similarity 
between two cases. Using computed similarity, the similar cases 
can be retrieved from a case base. In this work, we provide a 
global similarity algorithm, which computes the global similarity 
(sim) using Equation 1. 

 

                     
     where, sim is the global similarity of two problems; N is the 

number of features or attributes that  contribute to similarity; ωi 
is the weigh coefficient of each feature; simi is a local similarity; 
fi, fi’ are the ith features in a case and given problem description.  
It is computed with Nearest Neighbor (NN) distance algorithm 
(NN method) for regular types of the features. For a free “text” 
feature, we use natural language processing techniques to 
compute local similarity.  Particularly, we used IE (Information 
Extraction) method to compute the text similarity by using the 
library provided in OpenNPL package [Weber 2001].  We used 
the Maximum Entropy algorithms implemented in the OpenNLP 
package to compute the local similarity for two text messages as 
expressed as Equation 2.  

ca
se

 

Case description 

Case management 

Case facilitation 

Fig.1 The case composition for online discussion  
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2.4 CBR-base facilitation agent framework 
Once the case base is created, the CBR-based facilitation agent 

is ready constructed in online discussion system or platform. In 
general, such a facilitation agent can be implemented following 
the designed framework showed as in Table 1.  

 
Table 1, the pseudocode for facilitation agent framework 

(Note: CB: case bases, C: case from Post, C’: retrieved case from CB, 
FA: facilitation action from C’) 

IInput: caseBase (plain text file, CB);  
SSteps::  
  CB =Loadthecasebaseinmomorry (CB text file); 
   C= GetOnlineDiscussionCase (post ,issue, theme); 
   C’= StartReasonningCycle(C) ; 

  RrtriveCase(C,SIM()); 
 SolutionAdaptation(C’)  
 ReviseCase( C’); 
 RetainCase( C’); 

FA = AdaptatFacilitation(C’); 
ExecuteFAcilication (FA); 

SStop 

 
As described in Table 1, the first step is to load the cases 

(stored in external files or database) into memory given a case 
composition and configuration mapping information. Once the 
case base is loaded into memory, a facilitation agent can execute 
the CBR reasoning cycles to retrieve the similar case in a case 
base for obtaining facilitation action give a post, issue and theme. 
Second step is to adapt the facilitation from the similar case for 
given case; the third step is to modify the case if necessary; the 
last step is to retain the revised case and save it back to the case 
base as a new case.  The final step is to execute the facilitation 
action based on adapted facilitation action to the current post if it 
requires a facilitation action.    

3. Discussion and Future Work 
This paper mainly reports our ongoing research project. The 

objective is to present the ideas for developing machine learning-
based agent for online discussion facilitation. Therefore many 
tasks are ongoing. Since focusing on CBR-based approach for 
facilitation, we only discuss the CBR related ongoing tasks. The 
other machine learning-based methods for automated facilitation 
will be reported in other papers. 

3.1 Case structure extension and similarity algorithm 
The case defined above is a basic structure. To reflect the 

various online discussion and complexity of facilitator’s 
behaviour, the case structure may become complicated and 
complex. The similarity computation algorisms have also to be 
further investigated and extended from existing simple algorithm. 
For example, we are exploring a graph-based case structure in 

order to build case from a group post instead of one individual 
post [Gu 2018]. On the other hand, we have to investigate new 
algorithms for computing similarity of graph-based online 
discussion cases   

Cases can be created either from historic data or simulation 
data. In this work, we conducted an online discussion forum to 
collect the real data. The forum was set up as a “CBR approach 
to support facilitation in COLLAGREE”.  We created the theme 
for an online discussion in the laboratory. The online discussion 
was managed and guided by a facilitator who maintains the 
online discussion in three phases: divergence, convergence, and 
evaluation. The facilitator used the support vehicle provided to 
navigate the forum from divergence to convergence to evaluation. 
Using collected data, we created some cases which reflect the 
facilitator’s facilitation during online discussion.  However, to 
enrich the facilitation more data are required for case creation. 
One way is to conduct the simulation to generate more 
facilitation data for creating more cases.  

3.2 Machine learning-based case adaptation 
In CBR research area, one remaining challenge is case 

adaptation. It is normal that we can’t retrieve a similarity case 
from a case base to obtain a similar facilitation action for 
controlling and managing online discussion in practice. 
Therefore, the CBR-based agent has to adapt   a facilitation 
action. To this end, we have to build the ability for agent to learn 
a new facilitation action.  This motivates us to investigate the 
machine learning-based case adaptation methods for facilitation 
agent.  

3.3 Case base management 
This is a vital research topic for any CBR-based applications. 

The existing cases are manually created from the forum data 
collected in COLLAGREE. This is a time-consuming task and 
requires rich domain knowledge to understand the contents in the 
post or opinion.  With the increasing of the collected data, 
manual case creation will be a challenge. An automated case 
creation mechanism is expected and necessary. Therefore two 
necessary research topics are described as follows: 

 

(1)  Automated case generation: As we discussed above, 
automated case creation is desirable to relieve the burden of 
manual case creation.  From the viewpoint of machine 
learning, automated case creation is a supervised learning 
problem. It requests the annotated information to decide the 
case property or types. To do this sentiment analysis of the 
post contents is inevitable and vital for determining the case 
types: positive, natural, and negative. Another challenge is 
machine translation of language. During the online 
discussion it may encounter the multiple language. When 
generating cases from different language the automated 
machine translation is required.     

(2) Case base management: In this work, the case base 
management still remains a challenge.  To manage the case 
base efficiently, case redundancy and consistence have to 
be investigated in order to ensure the quality and integrity 
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of the case bases. Another challenge is case adaptation from 
the existing case and case updating to existing cases.   

3.4 Validation and evaluation  
Validation and evaluation for a CBR-based systems is always 

a challenge issue in developing CBR-based applications. It 
requires many efforts to design the procedures and methods. In 
this work, the following tasks will be conducted:  
(1) Continue to collect the data from online discussion forum 

using COLLAGREE and create more cases for evaluation; 
(2) Evaluate the performance of CBR-based systems for 

facilitation support by comparing the results with one from 
human facilities; and 

(3) Validate the scalability of cases crossing different themes, 
even domains. 

4. Conclusions 
This paper reported an ongoing research project. The objective 

is to develop a machine learning-based facilitation agent for 
online discussion system to perform the automated facilitation in 
crowd-scale deliberation. After describing the proposed approach, 
we discussed some on-going research tasks and future work.  
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An automated privacy information detection approach for protecting 
individual online social network users 

 Weihua Li*1, Jiaqi Wu*1 Quan Bai*2 

 *1 Auckland University of Technology, New Zealand *2 University of Tasmania, Australia  

Abstract: Massive private messages are posted by online social network users unconsciously every day, some users may face 
undesirable consequences. Thus, many studies have been dedicated to privacy leakage analysis. Whereas, there are very few 
studies detect privacy revealing for individual users. With this motivation, this paper aims to propose an automated privacy 
information detection approach to effectively detect and prevent privacy leakage for individual users. Based on the 
experimental results and case studies, the proposed model carries out a considerable performance.  

 

Online social networks (OSNs) have become ubiquitous in 
people’s activities. The popularization of OSNs turns out to be a 
double-edged sword. On one hand, it provides convenience for 
people to communicate, collaborate, and share information. On the 
other hand, OSNs also come with serious privacy issues. Without 
given much attention by the users, a massive amount of private 
information can be accessed publicly through OSNs. Users may 
expose themselves to a wide range of “observers”, which include 
not only relatives and close friends, but also strangers and even 
stalkers. This raises a serious cybersecurity issue, i.e., online 
privacy leak. 

Online privacy leak means that an individual user shares his/her 
private information to people who he/she does not know well or 
even strangers on the Internet. This can be very dangerous for 
general Internet users, especially with the booming of OSNs. It is 
necessary to have a tool to assist general users to make better use 
of OSNs and protect them from leaking privacy information 
[Wang 11] [Hasan 13]. Hence, it is essential to detect privacy 
leakage in OSNs and remind individual online social network 
users before posting any privacy-related message. Under this 
motivation, in this paper, we propose a novel privacy detection 
framework for individual users of OSNs by using a Deep Learning 
approach. Twitter has been used as the source of data for training 
and validating our proposed framework since it is the biggest 
microblogging social media in the world [Mao 11]. Based on the 
generic definition of privacy and the characteristics of OSNs, the 
definition of “individual privacy” in OSNs have been formally 
defined. Furthermore, a deep learning-based approach has been 
developed and utilized to extract privacy-related entities from the 
messages posted by the users.  

The rest of the paper is organized as follows. Section 2 reviews 
the existing research work regarding data leaks on OSNs. Section 
3 introduces the automated privacy information detection 
framework. In Section 4, two experiments have been conducted to 
evaluate the proposed framework by using a real-world dataset 
collected from Twitter. Section 5 concludes this study, as well as 
the limitations and future work.  

 

Privacy leakage detection in OSNs has attracted great attention 
to many researchers. A few studies have been conducted to 
analyze user privacy revealing on Twitter. People are very 
cautious about their personal information, e.g., home address, 
phone number, etc., but they consciously or unconsciously 
disclose their plans and activities through posting information in 
OSNs [Humphreys 10]. Publishing such messages online can 
possibly raise serious security issues. For example, a message 
saying “going out for holiday” implies that no one stays at home, 
which may cause robbery. Therefore, users should be reminded 
before delivering such event-related information. Mao, Shuai and 
Kapadia (2011) present a detection approach to analyzing three 
types of sensitive tweets, i.e., drunk, vacation and disease tweets. 
The research on privacy issues is not restricted to Twitter. Acquisti 
and Gross (2006) investigate the privacy concerns of users on 
Facebook. Dwyer, Hiltz, and Passerini (2007) compare the trust 
and privacy issues between Myspace and Facebook. Bhagat, 
Cormode, Srivastava, and Krishnamurthy (2010) show that 
privacy can be revealed by predicted social graph.  

Whereas, very few studies investigate how to detect individual 
privacy information and protect individual OSNs users from 
online privacy leak. Therefore, in this study, instead of assisting 
the organizations, we target the individual online users and keep 
them away from privacy leakage. As almost all the posts by users 
are unstructured data, the information extraction plays a pivotal 
role in the proposed framework.  

Named Entity Recognition (NER) is an important method for 
extracting domain-specific information [Nadeau 07]. Given the 
context of privacy detection domain, NER can assists users in 
identifying privacy-related entities after given sufficient training. 
Traditionally, Conditional Random Field (CRF) classifier has 
been employed for NER due to its robustness and reliability. 
Gomez-Hidalgoy et al. (2010) proposed a mechanism which is 
capable of detecting named entities, e.g., a company, brand, or 
person, using NER. Nowadays, Bi-directional Long Short-Term 
Memory with Conditional Random Field (Bi-LSTM CRF) model 
becomes more popular as it achieves more promising results 
[Lample 16]. Therefore, we utilize Bi-LSTM CRF for privacy-
related entities extraction. Privacy Information Detection.  
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“Privacy” has a very broad meaning, which generally refers to 
the people’s right to keep their personal matters and relationships 
secret [Gehrke 11]. In this sense, the privacy information is 
associated with something personal, as well as the matters of past, 
present, and future. Given the generic definition, in this paper, the 
privacy information that users tend to publish on the OSNs is 
defined as a sequence of words, stating or implying any 
individual’s personal information, preferences, events that he or 
she involved.  

Based on the definition given above, the privacy information 
incorporates four categories of entities, i.e., PERSON, TRAIT, 
PREF, and EVENT. More specifically, PERSON refers to any 
expression that identifies a real person; TRAIT represents the 
personally identifiable information, such as birth date and phone 
number; PREF refers to an individual’s preference or hobbies; 
EVENT indicates the matters or activities that one involves 
anytime anywhere. Therefore, given a word sequence, the 
judgment of privacy information can be summarized as a rule as 
follows:  

 
 

 

Our automated privacy information detection framework is 
demonstrated in Figure 1. The framework illustrates how the 
privacy detection model gets trained and utilized.   

Users keep posting messages to the OSNs hosting in the cloud. 
Such raw unstructured and public data can be obtained through 
crawlers or APIs provided by the OSNs. For example, Twitter 
allows developers to search public tweets if the proposed project 
is approved. Given the context of privacy detection, the potential 
privacy-related data should be filtered and downloaded. Pre-
processing is conducted based on specific rules, such as removing 
meaningless words and characters and parsing word sequences to 

tokens. The processed data are supposed to be further enriched by 
running through the pre-annotation if a privacy-detection NER 
model is available. Next, human involvements, i.e., manual 
annotation, are required. Specifically, according to the 
aforementioned definition of privacy information, it is essential to 
recognize the privacy-related entities, i.e., PERSON, TRAIT, 
PREF, and EVENT. The annotation also aims to figure out these 
four types of entities from the processed data. The annotated 
dataset is then fed into the deep learning model for training.  

The privacy detection model consists of two components, i.e., a 
deep learning model for privacy-related entities recognition and 
privacy definition rules. For any posting messages by the OSN 
users, the proposed model is capable of judging whether the 
message is privacy-related or not. Moreover, as the privacy rules 
are properly defined, the privacy detection model can also explain 
the reason why the message is potentially privacy-related. Using a 
single deep learning model for private messages classification 
definitely loses the capability of justification.  

 

The privacy-related entities recognition plays an important role 
in the entire framework. There are two major aspects affecting the 
performance of an NER model, i.e., the annotation approach and 
the algorithm.  

In this study, the Bi-LSTM CRF model has been employed for 
privacy-related entities recognition in our model, as it is capable 
of achieving more promising results compared with that of other 
classic algorithms when being applied to NER [Lample 16]. Bi-
LSTM can learn long-term dependency due to the structure of the 
‘cell’ in the hidden layer. Moreover, it can adjust the impact of 
previous states on the current states through the forget gate, input 
gate and output gate in the ‘cell’ [Graves 05]. However, it lacks 
the feature analysis on the sentence level, which can be solved by 
CRF. It can consider contextual conditions to make global optimal 
predictions. Combining the LSTM and CRF together can label 
sequence effectively when ensures to extract contextual features 
[Huang 15]. 

Fig 1 The Proposed Privacy Detection Framework 
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In regards to the annotation approach, BIO encoding scheme is 
utilized to tag entities in NER task [Kim 04]. BIO encoding 
scheme is a standard method which can solve the joint 
segmentation problem in labelling sequence by transforming them 
into raw labelling problem. Specifically, ‘B-’ is used as a prefix of 
an entity, implying the beginning of an entity; prefix ‘I-’ tags other 
characters indicating the tag is inside of an entity and ‘O’ is used 
for characters which do not belong to any pre-defined entities. For 
example, privacy-related entities fall into BIO scheme are 
normally annotated as follows:  

 
      I              watch         a           movie       with       Christine.   

B-PERSON      B-EVENT   I-EVENT    I-EVENT         O            B-PERSON 

 

Two experiments have been conducted to evaluate the proposed 
privacy detection framework. The first experiment aims to train a 
privacy-related entities recognition model using Bi-LSTM CRF 
model. The second experiment gives some case studies to further 
demonstrate the effectiveness of the proposed privacy detection 
model.  

 

Twitter is one of the largest OSNs, which enables users to 
conduct online social activities, including the distribution of any 
ideas or information. In Twitter, the messages that are posted and 
interacted by users are known as “tweets”. Twitter provides APIs, 
allowing developers to search and store tweets. Therefore, we 
utilize Twitter API to collect 18k tweets by searching for some 
terms which potentially result in privacy leakage, such as 
pronouns, sensitive words, plans, etc.  

 

In Experiment 1, a privacy detection model based on Bi-LSTM 
CRF is trained to recognize the privacy-related entities. Through 
which, the users can be prompted before potential privacy leakage 
occurs. According to the definition of privacy and BIO encoding 
scheme mentioned previously, nine tags have been defined, i.e., 
‘B-PERSON’, ‘I-PERSON’, ‘B-TRAIT’, ‘I-TRAIT’, ‘B-PERF’, 
‘I-PERF’, ‘B-EVENT’, ‘I-EVENT’ and ‘O’. Around 200 tweets 
have been annotated manually by applying these nine tags.  

In this experiment, we leverage three traditional evaluation 
metrics as follows:  

• Precision: the percentage that privacy-related entities 
can be labelled correctly among all the entities which are 
labelled privately in the test dataset. 

• Recall: the percentage that privacy-related entities can 
be labelled correctly among all the actual privacy 
entities in the test dataset. 

• F1-score: the weighted average of precision and recall, 
which takes both the two measures into account. 

 
 

After 50 epochs’ training, the performance of the deep learning 
model is demonstrated in Table 1.    

Table 1 Performance of Privacy-Related Entities Recognition 

Entity Precision Recall F1-score 

PREF 0.99 0.67 0.8 
TRAIT 0.68 0.88 0.77 
PERSON 0.98 0.93 0.95 
EVENT 0.77 0.67 0.71 

Avg/Total 0.86 0.83 0.84 
 

In this experiment, we further demonstrate the effectiveness of 
the proposed privacy detection model by selecting three tweets 
posted recently and analyzing the results produced by the model.  
 

Case 1: Adam and I are having lunch tomorrow. 
Results: Adam (B-PERSON) and I (B-PERSON) are having (B-

EVENT) lunch (I-EVENT) tomorrow. 
Explanations: Based on the privacy rules, this tweet is privacy-

related since it mentions both PERSON and EVENT.  
 
Case 2: Watching a movie is a good way to relax!  
Results: Watching (B-EVENT) a (I-EVENT) movie (I-EVENT) 

is a good way to relax!  
Explanations: This tweet is just a simple statement regarding 

“Watching a movie”, which is not a private one.  
 
Case 3: My son is crazy about coke.  
Results: My (B-PERSON) son (I-PERSON) is crazy about coke 

(B-PREF). 
Explanations: This tweet talks about PERSON and PREF, it is 

privacy-related.  
 

In this paper, we presented a privacy information detection 
framework for individual OSN users. The objective is to protect 
end users from potential privacy leakage before posting any 
messages. The proposed framework explains the process of 
data collection, processing, model training and how it works. 
Both privacy rules and Bi-LSTM CRF model are leveraged in 
the privacy detection model. Thus, the proposed model is 
equipped with the capability of both detection and results 
explanation.  

This study is still very preliminary and there is huge space 
for further investigation and extension. In the future, we intend 
to utilize a larger training dataset for performance evaluation 
and improve the performance of the privacy-related entities 
recognition by fine-tuning the parameters of Bi-LSTM CRF. 
Moreover, different tweets are associated with different degrees 
of privacy leakage. How to evaluate and score the privacy-
leakage degree is also under our consideration.  
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Automatic Advertisement Copy Generation System from Images 

Koichi Yamagata*1,       Masato Konno*1,      Maki Sakamoto*1 

*1 Graduate School of Informatics and Engineering, The University of Electro-Communications 
When we want to sell something, the presence of a good advertisement copy often affects sales. In this research, we develop an automatic 

advertisement copy generation system. Most existing systems only enter keywords, and the potential image of the product is not necessarily 
reflected by keywords only. We propose a method to generate advertisement copies using images as input to convey potential messages 
and the world view. This method uses Word2vec and color information of ad images, and both were confirmed to be effective by evaluation 
experiments. In the evaluation experiments, the mean score of the proposed method was significantly larger than 4 out of 7, and most of the 
subjects answered positively to ad copies of our method.  

 

1. Introduction 
Advertisement copies describe the features of products with a 

short number of characters and impact sentences, which are factors 
that greatly contribute to building brands such as companies and 
promoting purchase willingness of products. In recent years, there 
have been many researches on the generation of Japanese 
sentences and advertisement copy generation. In existing 
researches, however, they did not focus on describing potential 
messages and the view of the world that the producer wanted to 
convey.  

In this research, we propose a method to generate appropriate 
copies reflecting color and sensitivity of given images by using a 
database that maintains the relationship between color and words.  

There are also several prior studies on the relationship between 
color and sensitivity. Iiba et al. [Iiba 13] focused on the 
relationship between color and word sensibility, and constructed a 
system that recommends appropriate colors and fonts for textual 
sensibility images considering the effect reminiscent of the color 
of words. Further, Nakamura et al. [Nakamura 12] focused on the 
relationship between color and lyrics and constructed a music 
retrieval system with color as input. In this research, we focus on 
the relationship between colors and words and aim to 
automatically generate advertisement copies with color input. 

Recently, in the field of natural language processing, various 
methods handling words as distributed expressions are increasing. 
Mikolov et al. [Mikolov 13] developed Word2vec which is a new 
model that improves the precision of vector operation of words 
considering the similarity between words in sentences. In this 
research, we utilize Word2vec to extract synonyms from a large 
corpus.  

Existing researches on advertising copying were mainly 
methods of inputting words and keywords, and they were not 
taken into consideration to convey the latent message or the world 
view that the creator wished to convey. On the other hand, in this 
research, we construct an automatic advertisement copy 
generation system using images as inputs. Color information is 
extracted from the input image, and a large number of 
advertisement copies are generated by using a database that 

maintains the relationship between words and colors, from which 
adequate copies are determined as outputs. 

2. Methods 
The flow of the proposed method is as follows: 
1. Color information contained in given image is extracted, 

and some keywords are extracted from the database storing 
the relationship between words and colors. 

2. From the lyrics database, some phrases including the 
keywords extracted in step 1 are searched and extracted as 
sentence templates. 

3. By using a deep neural network (dnn) based classification 
model that classifies words used for ad copies or not 
trained by ad copies corpus, word candidates are selected 
from the word extracted in step 1.  

4. The noun in the template sentences extracted in step 2 are 
replaced by the words selected in step 3, and they are taken 
as copy candidate sentences. 

5. The ad copy candidate sentences are evaluated by the 
similarities given by Word2vec, and the most evaluated ad 
copy candidate sentence is outputted. 

 
In step 1, we utilize the word-color database constructed by 

[Konno 18]. This database was constructed based on the idea of 
the relation between sensitivities and music/colors studied by 
[Nakamura 11]. In this database, among the songs released 
between 1968 and 2017, we defined words that were often used 
for lyrics as primitive words (PWs), and each PW has a 45-
dimensional color information vector obtained by a psychological 
experiment. Figure 1 shows 45 colors to define the 45-diensional 
color vector space. For words other than PWs that were not 
psychologically tested, latent semantic analysis was performed on 
them, and color information vectors were given based on the 
similarities with PWs.  

In step 3, pytorch is used as a dnn library. The input data is  
bag-of-words vector of a sentence to be classified, and the output 
data is “copy” or “not-copy”.  

In step 4, we use Word2vec model which learned 100,000 songs 
of Japanese lyrics corpus, and which contains similarities with a 
poetic point of view. Using this model, we calculate the 
similarities between words (nouns, verbs, adjectives etc.) 
contained in sentences and evaluate candidate senta ences 
of ad copies. 
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Fig. 1: 45 colors to define the 45-dimmensional color vector 
space. 

 

3. System Evaluation 
In order to evaluate our system, we conducted an evaluation 

experiment with 30 subjects (7 females and 23 men, mean age = 
22.63). We adopted 20 advertisement images actually used from 
four categories (beverage and food, travel, beauty, fashion), and 
we prepared five ad copies for each advertisement image by five 
methods:  

A) original ad copy 
B) proposed method  
C) proposed method without Word2vec  
D) proposed method without using the image  
E) RNN 

For example, when input image was a picture of three can coffees 
against the background of the night sky, an ad copy of method B 
(translated into English) was “You will surely drink it tonight”, 
method C outputted “You laugh, even the deadly midnight 
dropping the mountain, forever”, method D outputted “Eat coffee 
and coffee”, method E outputted “Feel coffee and go”.  

Subjects were asked to evaluate a total of 100 advertisement 
copies for the images including the original ad copies and the ad 
copies outputted by the proposed method. The subjects evaluated 
the following questionnaires on a scale from 1 to 7:  
 
i. Is it appropriate as an ad copy in this category?  

ii. Is it appropriate as an ad copy regardless of category?  
iii. Is the grammar of the ad copy appropriate? 
iv. Does the ad copy follow the impression of the image? 

 
Table 1 shows the results of the questionnaires (averages and 

standard errors of scores). We can see that the mean score of the 
proposed method B is much larger than 3, and most of the subjects 
answered positively to our method. Comparing the methods A and 
B, we can see that the proposed method is slightly less than the 
scores of original advertisements. However, it is not so bad and 
the difference is small. In the food category, it is confirmed that 
the proposed method has smaller score differences with respect to 
the original advertisement. Comparing the methods B and C, we 

can see that the use of Word2vec is effective. Comparing the 
methods B and D, we can see that the use of images is effective. 
Comparing the methods B and E, we can see that the proposed 
method is much better than the RNN method. 

 
Table 1: Results of questionnaires to evaluate each method 
(averages and standard errors of scores) 
 i ii iii iv 
A 5.29 0.07 5.75 0.06 6.03 0.06 5.37 0.07 
B 4.90 0.07 5.17 0.06 5.55 0.06 4.22 0.08 
C 2.82 0.07 3.15 0.08 3.31 0.08 2.51 0.06 
D 4.23 0.08 3.92 0.08 3.81 0.09 3.20 0.07 
E 3.18 0.07 2.74 0.07 2.05 0.06 2.75 0.07 

 

4. Conclusion 
This study proposed a method to generate advertisement copies 

using images as input to convey potential messages and the world 
view. This method uses not only Word2vec but also color 
information of images, and both were confirmed to be effective by 
evaluation experiments. In the evaluation experiments, the mean 
score of the proposed method was significantly larger than 4 out 
of 7, and most of the subjects answered positively to our method. 
The proposed method was slightly less than the scores of original 
advertisements. However, it was not so bad and the difference was 
small. 
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Eye-gaze in Social Robot Interactions –  
Grounding of Information and Eye-gaze Patterns 

 Koki Ijuin*1 Kristiina Jokinen*2  Tsuneo Kato*1   Seiichi Yamamoto*1  

 *1 Doshisha University *2 AIRC, AIST Tokyo Waterfront  

This paper examines human-robot interactions and focuses on the use of eye-gaze patterns in evaluating the partner’s 
understanding process. The goal of the research is to understand better how humans focus their attention when interacting 
with a robot and to build a model for natural gaze patters to improve the robot’s engagement and interaction capabilities. The 
work is based on the AIST Multimodal Corpus which contains human-human and human-robot interactions on two different 
activities: instruction dialogues and story-telling dialogues. The preliminary experiments show that there are differences in 
the eye-gaze patterns given expected and non-expected responses, which affects their understanding and grounding of the 
presented information. The paper corroborates with the hypothesis that eye-gaze patterns can be used to predict grounding 
process and provide information to the speaker about how to proceed with the presentation, so as to support the partner’s 
understanding and building of the mutual knowledge. Some consideration is given to future improvements in methodology.  

 

1. Introduction 
The goal of the research is to understand better how humans 

focus their attention when interacting with a robot and to build a 
model for natural gaze patters to improve the robot’s engagement 
and interaction capabilities. The work follows from the pilot 
study (Jokinen 2018) in which human gaze patterns were studied 
when they interacted with a humanoid Nao robot using the 
WikiTalk application (Jokinen and Wilcock 2014) which allowed 
the user to navigate among Wikipedia topics, and is also related 
to eye-gaze in second-language learning with robots (Fujio et al. 
2018). 

In this paper, we focus on eye-tracking technology and its use 
in instruction giving and story-telling activities. The hypothesis 
examined in the paper is that there is a difference between the 
interlocutor’s eye-gaze patterns depending on how their 
understanding proceeds, i.e. if the partner’s utterance is 
understood, misunderstood or non-understood. By measuring 
eye-gaze activity in the communicative context we build a model 
that enables estimation of the partner’s level of understanding, 
and consequently, modification of the presentation if the partner 
eye-gaze signals problems in the grounding of information. Such 
a model can help the humanoid robot to better tailor its 
presentations to the human user, i.e. to enable the use of the 
partner’s eye-gaze signals to establish an appropriate way to 
continue. In particular, it will enable us to study how eye-gaze is 
used in grounding information and creating mutual 
understanding of the discussion topic. 

Smooth interaction requires that the partners can easily 
understand each other and are able to build their conversation on 
mutual knowledge of what has been discussed. The process of 
creating such mutual knowledge is called grounding, i.e. the 
partners ground the semantics of their utterances in the context of 
their interaction and the context of their world knowledge, Clark 
& Wilkes-Gibbs (1986). 

Earlier work shows that in social situations, humans are 
sensitive to another person’s gaze: it constructs new shared 

knowledge, communicates experiences, and creates social 
linkages (Argyle & Cook, 1976; Kendon, 1967). Visual attention 
is important in cognitive studies (Skarrat et al. 2012), and e.g. 
turn-taking is commonly coordinated by gaze (Jokinen et al., 
2013). Broz et al. (2015) provides an overview of the work on 
eye gaze and human robot interaction. 

2. Data collection setup 
Experiments were set-up using the lab’s SMI eye-tracker and 

the Nao robot, to collect eye-tracking data. Fig 1. Shows the 
setup. Each participant had two conversations, one with a human 
partner (HHI) and one with a humanoid robot (HRI). The 
conversations were about 10 minutes long. One of the 
experimenters played the role of the human partner but was 
different from the one who gave instructions to the participant.  

The experiment was conducted in Japanese or English 
depending on the participant’s preferred language. The 
instructions were the same for both HRI and HHI conditions. 
Before the experiments, the participants signed a consent form 
and filled in a pre-experiment questionnaire of their background 

and expectations. After each interaction (HRI and HHI), they 
filled in another questionnaire focussing on their experience in 
the interaction. 

Data consists of 30 participants (20 Japanese, 10 English), 
each having both HHI and HRI conversation. The participants 
(10 female) were students and researchers, age 20-60, with 
experience on IT, but no experience on robots. Of the 
participants, 14 had instruction and 16 chat dialogues. 

Data analysis has started using the standard gaze frequency 
and duration measurements, annotations and statistical analysis, 

Contact: Kristiina Jokinen, AIRC AIST Tokyo Waterfront, 
Koto, Aomi, Tokyo, kristiina.jokinen@aist.go.jp 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3J3-E-4-02



 

- 2 - 

to analyse the user’s gaze patterns during interaction with the 
robot and with a human partner. Special attention is paid to 
gesturing and head nodding, and conversational instances such as 
turn-taking, feedback, and problem cases. 

3. Annotation and Analysis 

3.1 Annotation Method 
Annotation for duration of utterances were done with 

automatic silence segmentation of ELAN. The audio files which 
were recorded with eye tracker were used to annotate utterances. 
Automatic silence segmentation was conducted two times with 
different thresholds of loudness for determining the silence. The 
one with low threshold annotates both participant's and partner's 
utterances, and the other one with high threshold annotates only 
participant's utterances. The values of those thresholds were 
manually set by each conversation. The segmentation of partner's 
utterances was calculated by subtracting those automatic 
segmentations. 

After the segmentation, the participant's utterances in human-
robot conversations were manually classified into four types 
from the perspective of robot's feedback to that utterances: 
Correct-Understood, Miss-Understood, None-Understood, and 
Other. Correct-Understood (CU) were tagged to the utterance 
which robot recognized and gave the correct feedback, Miss-
Understood (MU) were tagged to the utterance which robot 
recognized but gave the unexpected or wrong feedback, and 
None-Understood (NU) was tagged to the utterance which robot 
did not recognized and did not give any feedback. 

To annotate the eye gaze activities of participants 
automatically, we created the robot detection system with 
OpenCV3. We used cascade classifier to detect the position of 
robot's face in video recorded with eye sight camera of eye 
tracker. The robot's face was detected as rectangle, and the 
rectangle of robot's body was estimated with the position of 
robot's face. After detecting the robot's face and body, the eye 
gaze activities were automatically annotated into two groups; 
Gaze Face and Gaze Body, by judging whether the coordinates 
of gaze point captured by the eye tracker were in those detected 
rectangles or not. Fig 2 shows the result of robot detection 
system and gaze point of the participant. 

3.2 Methodology of analyses of eye gaze activities 
In order to verify how the participant uses his/her eye gaze 

activities, we conducted quantitative analyses of eye gaze 
activities during utterances, pauses just before the beginning of 
utterances, and pauses just after the end of utterances. 

We used Gazing Ratios in order to understand how the 
participant uses eye gaze activities during the human-robot 
conversations. 

Gazing Ratio is defined as:  
 
 
 

 
where  represents that the duration of participant’s gaze 
toward the robot during i-th window. Three types of windows 
were used: before utterance window, during utterance window, 
and after utterance window. N represents the total number of 
windows. Gazing Ratio was calculated for each utterance type 
(CU, MU, and NU). 

4. Preliminary Results 
The Gazing Ratios were calculated with the data of 19 

participants. Figure (ppt p. 26) shows that the temporal change of 
Gazing ratio for each utterance type in human-robot 
conversations. The results of eye gaze activities show that the 
participants tend to gaze away from the robot after they finishes 
speaking regardless of correctness of robot's feedback. After the 
robot gives feedback, the participants shift their gaze to the robot 
again. However, when the robot does not give any feedback to 
the participants, the participants keep gaze away to the robot for 
a while, and then they gaze at the robot again. 

These results suggest that after the participants answer the 

question from the robot, they gaze away from the robot during 
the interval that the robot starts speaking, and if the robot does 
not start speaking, the participants soon realize that there is 
something wrong with the conversation so that they gaze at the 
robot in order to monitor what is going on to the robot. 

This quantitative difference of eye gaze activities according to 
the robot's reaction might be useful to predict the participant's 
state whether he/she is waiting for the robot's feedback or not. 

Figure 3 Gazing Ratios of participant during utterances,
before the beginning of utterances, and after the end of
utterances 

Figure 2 Snapshot of the result of robot detection system.
Red rectangle represents the robot’s face, purple rectangle 
represent, the estimated robot’s body, and red dot
represents the point of participant’s gaze 
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5. Conclusions

This paper has presented preliminary studies concerning eye-
gaze in human-robot interaction and focused especially on the 
understanding of the presented information. Such grounding is 
important for the human-robot interaction to progress smoothly 
and for the robot to exhibit context-aware capability, i.e. be able 
to take the user’s multimodal signals in the given conversation al 
context into account. The work is based on the AIST Multimodal 
Corpus which includes eye-tracking data on natural interactions 
between two humans and between a human and a robot.  

The work continues on further analysis and annotation of the 
corpus and building computational models of the use of eye-gaze 
in signaling the interlocutors’ understanding. As the corpus 
contains both human-human and human-robot interactions in 
similar conversational situations, further research is focused on 
studying the differences in the human gaze behaviour in the two 
types of conversational settings. This will deepen our knowledge 
of the function of gazing in interaction in general and the role of 
being able to detect and analyse gaze-patterns also in human-
robot interactions. 
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Identity Verification Using Face Recognition Improved by Managing  
Check-in Behavior of Event Attendees 

Akitoshi Okumura*1 Susumu Handa*1 Takamichi Hoshino*1 Naoki Tokunaga*1   Masami Kanda*1 

*1 NEC Solution Innovators, Ltd. 

This paper proposes an identity-verification system using continuous face recognition improved by managing check-in 
behavior of event attendees such as facial directions and eye contact (eyes are open or closed). Identity-verification systems 
have been required to prevent illegal resale such as ticket scalping. The problem in verifying ticket holders is how to 
simultaneously verify identities efficiently and prevent individuals from impersonating others at a large-scale event at which 
tens of thousands of people participate. We previously developed Ticket ID system for identifying the purchaser and holder 
of a ticket. This system carries out face recognition after attendants check-in using their membership cards. The average face-
recognition accuracy was 90%, and the average time for identity verification from check-in to admission was 7 seconds per 
person. The system was proven effective for preventing illegal resale by verifying attendees of large concerts; it has been 
used at more than 100 concerts. The problem with this system is regarding face-recognition accuracy. This can be mitigated 
by securing clear facial photos because face recognition fails when unclear facial photos are obtained, i.e., when event 
attendees have their eyes closed, are not looking directly forward, or have their faces covered with hair or items such as 
facemasks and mufflers. In this paper, we propose a system for securing facial photos of attendees directly facing a camera 
by leading them to scan their check-in codes on a code-reader placed close to the camera just before executing face 
recognition. The system also takes two photos of attendees with this one camera after an interval of about 0.5 seconds to 
obtain facial photos with their eyes open. The system achieved 93% face-recognition accuracy with an average time of 2.7 
seconds per person for identity verification when it was used for verifying 1,547 attendees of a concert of a popular music 
singer. The system made it possible to complete identity verification with higher accuracy with shorter average time than 
Ticket ID system. 

 

1. Introduction 
Identity verification is required in an increasing number of 

situations. Let us take an example of a case in which many 
people are admitted to an event. It used to be that in such cases, 
having a document, such as a ticket or an attendance certificate, 
checked was sufficient to gain entry; the need for personal 
authentication was not seriously considered due to the limited 
amount of time for admitting all participants. Many events with 
high ticket prices had designated seating, so it was not necessary 
to assume that some tickets may have been counterfeit. However, 
the advent of Internet auctions in recent years has made it easier 
to buy and sell tickets at the individual level. This has resulted in 
an increase in illegal ticket scalping, i.e., tickets being purchased 
for resale purposes. Equity in ticket purchasing is required not 
only by ticket purchasers but also by event organizers and 
performers [Chapple 16]. Consequently, event organizers have 
had to deal with complaints about malicious acts by undesignated 
individuals who take advantage of fans by buying and selling 
tickets on the Internet. In many cases, therefore, any ticket 
buying and selling outside the normal sales channels is 
prohibited. Ticket-sales terms now often stipulate that tickets are 
invalid when people apply for them using a pseudonym or false 
name and/or false address or when they have been resold on an 
Internet auction or through a scalper. Illegally resold tickets have 
in fact been invalidated at amusement parks and concert halls [JE 
15]. Verification has therefore become a more important social 

issue than ever before. The problem in verifying ticket holders is 
how to simultaneously verify identities efficiently and prevent 
individuals from impersonating others at a large-scale event at 
which tens of thousands of people participate. To solve this 
problem, we previously developed Ticket ID system that 
identifies the purchaser and holder of a ticket by using face-
recognition software [Okumura 17]. Since the system was proven 
effective for preventing illegal resale by verifying attendees at 
large concerts of popular music singers and groups, they have 
been used at more than 100 concerts. However, it is necessary to 
improve face-recognition accuracy because face recognition fails 
when unclear facial photos are obtained, i.e., when event 
attendees have their eyes closed, not looking directly forward, or 
have their faces covered with hair or items such as facemasks 
and mufflers. We propose an identity-verification system for 
attendees of large-scale events using continuous face recognition 
improved by check-in behavior of event attendees such as facial 
directions and eye contact (eyes are open or closed). 

2. Ticket ID System Using Face Recognition 

2.1 Outline of Ticket ID System 
Thorough verification for preventing individuals from 

impersonating others is in a trade-off relationship with efficient 
verification. The problem in verifying ticket holders is how to 
simultaneously verify identities efficiently and prevent 
individuals from impersonating others at a large-scale event in 
which tens of thousands of people participate. The solution 
should be suitable within practical operation costs for various Akitoshi Okumura, NEC Solution Innovators, Ltd.  
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Fig. 4 Continuous face-recognition system 

sized events held in various environments including open air. As 
a practical solution combining efficiency, scalability, and 
portability for a large-scale event, we developed Ticket ID 
system, which consists of two sub-systems, a one-stop face 
recognition system (one-stop system) and a check-in system 
[Okumura 17]. The one-stop system uses the high-speed and 
high-precision commercial face recognition product NeoFace 
[NEC 17]. The one-stop system is implemented in a 
commercially available tablet terminal, and the recognition result 
is displayed with regard to the facial-photo information of 
100,000 people within about 0.5 seconds. The check-in system 
supports identity verification of attendees. A venue attendant 
checks in by placing his/her membership card on the card reader 
and initiates face recognition by the taking of his/her photos. The 
following steps make up the ticket-verification procedure from 
ticket application to admission [Okumura 17]:  

Step 1: Tickets to popular events are often sold on a lottery 
basis at fan clubs or other organizations where membership is 
registered. Individuals applying for tickets register their 
membership information as well as their facial photos. In the 
same way for an ordinary ID photo, the registered facial photo is 
a clearly visible frontal photo taken against a plain background. 
The face must not be obstructed by a hat, sunglasses, facemask, 
muffler, or long hair.  

Step 2: Event organizers notify ticket winners, i.e., successful 
applicants that have been selected.  

Step 3: On the day of the event, venue attendants receive 
membership cards from attendees, and use a card reader to verify 
that attendants entering the venue are successful applicants at 
the event venue, as shown in Fig. 3. 

Step 4: The attendants use the one-stop system to confirm that 
the photo taken at the time of application and the collation photo 
show the same person. The attendants explain the verification 
through face recognition to the attendees and instruct them where 
to stand in front of the terminal. Then, they execute the face-
recognition process using the terminal to confirm the attendees 
are those who applied for the tickets. 

Step 5: The admission procedure is carried out in accordance 
with the face-authentication results. 

2.2 Problems with One-stop System 
The average time for identity verification from check-in to 

entry admission was 7 seconds per person, and the average 
accuracy of face recognition was 90%. It is necessary to improve 
face-recognition accuracy by securing clear facial photos because 
face recognition fails when unclear facial photos are obtained, 
i.e., when event attendees have their eyes closed, are not looking 
directly forward, or have their faces covered with hair or items 
such as facemasks and mufflers. When face recognition fails, 
venue attendants have to verify attendees carefully by direct 
visual inspection. This increases the mental and physical burden 
on attendants, which makes attendees have an unreliable 
impression of the system. When face-recognition accuracy is 
90%, two attendees are successively verified without face 
recognition failure with a probability of 81%. This means that 
19% of attendees may experience face-recognition failure or 
observe it in front of them. Improving face-recognition accuracy 

is critical for decreasing attendants’ stress and attendees’ waiting 
time.  

3. Continuous-Face-Recognition System 

3.1 Managing Check-in Behavior of Attendees 
We propose an identity-verification system for attendees of 

large-scale events using continuous face recognition improved by 
managing check-in behavior of the attendees. The proposed 
system enables attendees to check in themselves (check-in doers 
are not attendants, but attendees). While the previous system is 
equipped with a card reader, the proposed system verifies 
attendees with a QR code reader set up at the same position for 
recognizing faces of attendees standing still in front of a venue 
attendant, as shown in Fig. 4. Managing facial directions and eye 
contact are two major issues regarding facial recognition. The 
proposed system addresses these issues with the following 
methods: 
1) Managing facial direction 

The proposed system secures facial photos of attendees 
directly facing a camera by leading them to scan their QR codes 
just before executing face recognition. We found most people 
spontaneously look at the code-reader, i.e., turn their faces to the 
reader during check-in. The face-recognition camera of the 
proposed system is placed at the same position as the code-reader, 
as shown in Fig. 4, which makes it possible to take an attendee’s 
photo when directly facing the camera when the photo is taken 
just after check-in. 

Camera

 
Fig. 3 One-stop face-recognition system 
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Fig. 6 Flowchart of verification 

 

Fig.  5 Configuration of proposed system 

2) Managing eye contact 
The proposed system uses a continuous-face-recognition 

system for accepting two photos of attendees successively taken 
with a single camera after an interval of 0.5 seconds to obtain 
facial photos with their eyes open. Few people spontaneously 
keep their eyes closed longer than 0.5 seconds because human 
blink duration is on average between 0.1 and 0.4 seconds 
[Bentivoglio 97]. Few people spontaneously blink twice in 0.5 
seconds because human blink rate is between 7 and 17 per 
minute [Nosch 16]. It is possible to manage eye contact of 
attendees when we take the first photo at the same time of them 
scanning a QR code and then take the second photo after an 
interval of 0.5 seconds with a single camera. 

3.2 Configuration of Proposed System 
Figure 5 shows a configuration of the proposed system 

including event-attendee control platform and continuous-face-
recognition system. The configuration is almost the same as that 
of the previous system [Okumura 17] except for a check-in doer 
and a QR code reader. While check-in doers of the previous 
system are attendants, those of the proposed system are attendees. 
While the previous system uses a card reader to scan membership 
cards, the proposed system uses a QR-code reader to scan tickets 
with QR codes. When attendees check in at a location that has 
the proposed system installed, they scan their QR-coded tickets. 
The attendee-management system provides the attendees the 
tickets in advance of the event day. Attendees can obtain tickets 
with QR codes with their smartphones. The ticket has the concert 
name, date and time, venue, QR code containing attendee’s 
membership information, his/her name, seat number, registered 
photos, and so on. 

3.3 Identity-Verification Procedure 
An attendee’s identity is verified with the procedure shown in 

Fig. 6. When attendees scan their QR codes, a check-in system 
performs ticket-winner check as well as showing the attendants 
the member information of the attendees, which is retrieved from 
the ticket-winner database with search keys of membership 
numbers obtained through a QR code reader. Scanning a QR 
code automatically activates continuous face recognition by 
taking two photos of the attendee after an interval of 0.5 seconds. 
When either photo is verified with the registered photo of the 
attendee, face recognition is successful. When attendees are 

ticket winners and face recognition is successful, the verification 
is successful. Otherwise, verification fails. 

3.4 Operational Steps 
The proposed system has the following operational steps from 

ticket application before the event day to admission on the event 
day: 

Step 1: Ticket application is the same as that of the one-stop 
face-recognition system described in Section 2.1. 

Step 2: Event organizers notify ticket winners, i.e., successful 
applicants that have been selected. They can obtain attendee’s 
tickets including their QR codes and registered facial photos. 

Step 3: At the check-in site on the event day, attendees scan 
their QR codes with the code reader according to attendant’s 
instruction. 

Step 4: Attendants can confirm that attendees are successful 
applicants who applied for the tickets. 

Step 5: If identity is verified, the attendee is admitted entry. 
Otherwise, identity is verified by an attendant with direct visual 
inspection of the facial photo on the ticket. 

4. Demonstration of Proposed System 

4.1 Results 
Six sets of the proposed system were used for a popular concert 

on November 17, 2018 in Tottori prefecture, Japan. Face 
recognition was carried out for 1,547 attendees. Face-recognition 
accuracy was 93%, and identity-verification time was 2.7 
seconds on average in cases in which face recognition was not 
successful. No cases of attendees impersonating others were 
reported for the concert. The false reject rate (FRR) was 7% and 
the false accept rate (FAR) was 0%. There were two reasons for 
recognition failure: The first was that faces of incorrect attendees 
were detected when photos contained other attendees behind the 
correct attendee. The second was that the attendees had their 
faces covered with hair or items such as facemasks and mufflers. 
Failure was not observed due to the fact that attendees had their 
eyes closed or were not directly facing a camera. 

4.2 Discussion 
Table 1 compares the results of our previous and proposed 

systems. The average identity-verification time was 4.3 seconds 
shorter than that of the previous system because of changing 
check-in doers and improving face-recognition accuracy. The 
proposed system does not require handing over a membership 
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card between attendants and attendees. The face-recognition 
accuracy of the proposed system was 3% higher than that of the 
previous system. This resulted in decreasing the number of direct 
visual inspections, which increases identity-verification time.  

There was a problem with face detection in that faces of 
incorrect attendees were detected when photos contained other 
people behind an attendee. This can be solved by choosing the 
face with the largest face area among all the detected faces. Face 
recognition failed when attendees had their faces covered with 
hair or items. There were no cases in which attendees had their 
eyes closed or were not directly facing a camera in the two 
successive photos, i.e., in the first photo and second photo taken 
after 0.5 seconds. Managing facial direction and eye contact of 
attendees worked as expected. It is difficult to solve the problem 
of when the faces of attendees are covered with hair or items 
because there would be no differences between the first and 
second photos on the attendee's covered faces. The attendee’s 
cooperation is necessary for solving this problem. 

Table 1 Results of our previous and proposed systems 
 Previous system Proposed system 

Identity- 
verification time 

7 seconds 2.7 seconds 

Face-recognition 
accuracy 

90% 93% 

Check-in doer Attendant Attendee 
Reasons for 
recognition failure 

Attendees had 
their eyes closed. 

 

Attendees were 
not directly 
facing camera. 

 

 Incorrect attendee’s 
faces were detected. 

Attendees had their faces covered with 
their hair or items. 

5. Future Issues 
Faces of incorrect attendees were detected when they stood 

behind a correct attendee. This can be solved by choosing the 
face with the largest face area among all the detected faces. If 
this improvement does now work, we are preparing a partitioning 
screen to be placed behind the correct attendee to prevent 
incorrect attendees from being photographed. 

The largest obstacle remaining to improving face-recognition 
accuracy is that of covered faces. This problem could be solved 
with attendee’s cooperation. We have been developing an 
identity-verification system using face recognition from selfies 
taken by attendees with their smartphone cameras [Okumura 18]. 
Self-photographing is regarded as helpful for securing clear 
facial photos because attendees can control intrinsic parameters 
such as their expressions, facial hair, and facial directions. We 
are planning to use of this system with the proposed system for 
solving the problem of covered faces. 

The proposed system has been widely reported in the mass 
media. The system is highly regarded from reviews on the 
Internet [Hachima 18]. It was used to carry out face recognition 
for more than 100,000 attendees in 2018 Though no cases of 
attendees impersonating others were reported for any of these 
events, i.e., the FAR was 0%, the FAR should be more carefully 
examined from the view-point of preventing impersonation. It is 

necessary to evaluate the robustness against impersonation with 
pseudo attack tests. These tests should include disguise and 
lookalike tests. A disguise test makes people’s facial appearances 
as similar to each other as possible by using facial paraphernalia 
such as facial hair, glasses, and makeup. A lookalike test is 
conducted for those, such as twins or similar looking siblings, 
with similar facial features. A disguise test will reveal 
considerable disguise methods and help in creating operational 
manuals for venue attendants to detect these methods. A 
lookalike test will disclose the technical limitations of current 
face-recognition methods and help in establishing next-
generation technology. 

6. Conclusion 
We proposed an identity-verification system for attendees of 

large-scale events using continuous face recognition improved by 
managing check-in behavior of the attendees. The proposed 
system could secure facial photos of attendees directly facing a 
camera by leading them to scan their QR codes on a QR-code 
reader placed close to the camera just before executing face 
recognition. The system took two photos of attendees with this 
one single camera after an interval of 0.5 seconds to obtain facial 
photos with their eyes open. The system achieved 93% face-
recognition accuracy with an average identity-verification time 
of 2.7 seconds per person when it was used for verifying 1,547 
attendees at a concert of a popular music singer. The system 
made it possible to complete identity verification with higher 
accuracy with shorter average time than the previous system. We 
plan to improve our system to further streamline the verification 
procedure. 
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Study on the mechanism of occurrence of quality spoofing by "Conjecture" "air" and "water" using 
business game 

 *1 *2 
 Hiroyasu Seita  Setsuya Kurahashi 

*1 *2  
University of Tsukuba Faculty of system and information Engineering Department of Risk Engineering#1 #2 

 
 

Abstract 
 

 The quality spoofing case continues in a part of Japanese companies that have been sweeping the world with its top priority on 
customer first principles and raising quality first principles. In these cases of misrepresentation, as seen in the Akafuku case of the food 
fraud, there are cases in which the conjecture to a specific target worked. Until now, each company has been absolutely quali ty based on 
quality first principle, why is it so fragile and crumbling why? 

 In this research, we use a business game based on the framework of the Giddens ‘s theory of structuring  to show  that "quality" is 
absolutely made with "Conjecture" and "air", which can be said as unique culture of Japan as Mr. Shichihei Yamamoto says, and 
furthermore that it is collapsed due to real problems,.
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Detecting Technology Portfolios in the Semiconductor Industry  
Bohua Shao*1          Kimitaka Asatani*1           Ichiro Sakata*1 

*1 School of Engineering, the University of Tokyo 

Semiconductor serves as the base for the Artificial Intelligence Society. We are interested in detecting technology trends 
and changes in the semiconductor industry because there are some large resource allocation and organization restructure in 
this industry recently. In this study, we narrowed our research boundary into the U.S. and Japan. We extracted patent 
information related with semiconductor and made a citation network. We used Louvain method to cluster the maximum 
connected component and considered several largest clusters. Results show that the technology portfolios among the two 
countries are different. We used “tf-idf” to detect keywords and features of these unbalanced clusters. In the future, we will 
link the applicant information in a patent database with mergers and acquisitions (M&A) information in a company database. 
We will compare and integrate findings from different sources, such as investment, M&A, technology features and industrial 
policies in order to have a comprehensive understanding.   

 

1. Introduction 
Semiconductor industry is considered important base for the 

Artificial Intelligence Society. Recently, by preparing the era of 
Industry 4.0, resource allocation and organization restructure 
were under way in the semiconductor industry. There are several 
influential Mergers and Acquisitions (M&A) in the 
semiconductor industry. For example, Avago Technologies 
purchased Broadcom Inc. with 37 billion U.S. dollars and 
Qualcomm, Inc. announced to purchase NXP Semiconductor 
with 44 billion U.S. dollars. These phenomena changed 
technology landscape in the semiconductor industry largely. 

In this study, we compared semiconductor industries in the 
U.S. and Japan. Both two countries have been leading countries 
in the semiconductor industry for a long term. By comparing 
these two countries, it is easy to trace and detect the technology 
trends in the semiconductor industry. 

Since technological intangible assets are difficult to measure, 
patent analysis is a dominant method for research in this field. 
[Lee 2009] Likewise, in this study, we used patent data for 
analyzing technology development trends in the semiconductor 
industry. 

This paper is arranged as follows: Section 2 is Literature 
Review, Section 3 is Data, Section 4 is Experiment, Section 5 is 
Results and Section 6 is Summary. 

2. Previous Literature 
In 2009, Lee et al. proposed a keyword-based patent map. This 

map is generated through keywords of patents. These keywords 
in vectors are extracted by text mining. Then keyword vectors 
are reorganized by Principle Component Analysis.  Finally, these 
vectors were projected onto 2-dimension surface. From the map, 
it is easy to detect where to invest. [Lee 2009] 

In 2011, Wang et al. used patent co-citation information 
between Fortune 500 companies. According to the co-citation 
networks of different periods, companies are divided into 
different industry groups. Furthermore, companies’ positions in 

the networks change among different periods. [Wang 2011] 
Ma et al. proposed a comprehensive method for identifying 

technology-driven M&A targets. They used both qualitative and 
quantitative methods for analysis. They also invited policy 
makers and experts for evaluation. Finally, they used a company 
as an example to verify the effectiveness of their methods. This 
method provided a standard, sophisticated way for identifying 
M&A targets. [Ma 2017] 

Shao et al. mainly focused on financial items of M&A in 
Japan. This paper deals with categorization of M&A in Japan. 
However, it did not take technology factors into consideration, 
even Japan is famous for its science, technology and trading. 
[Shao 2018] 

3. Data 
We used Derwent Innovation patent database and Derwent 

World Patent Index (DWPI) for extracting patent information. 
We made smart search topic being “semiconductor”, Publication 
date (Basic) being from 1990.01.01 to 2018.01.01, Application 
Country/Region (Basic) being US or JP. 874005 items were 
retrieved. We chose this time period because large development 
in semiconductor industries in Korea and Taiwan happened in 
the 1990’s. [Chiu 2014] We used “Basic” items because “Basic” 
records the first patent in the same DWPI patent family, which 
largely represents where and when the patent questioned came 
from. [Derwent Innovation 2019] 

We extracted the following items from the database: 
Publication Number, Title, Title – DWPI, Publication Date, Cited 
Refs – Patent, Count of Cited Refs – Patent, Citing Patents, 
Count of Citing Patents, DWPI Family Members, DWPI Count 
of Family Members. We did not extract International Patent 
Classification (IPC) and Cooperative Patent Classification (CPC) 
data and we used the citation clustering method for classification. 
[Thurber 1918] In addition, technology trends and contents 
change rapidly nowadays. Hence, data merely from IPC or CPC 
did not assure accuracy. 

Contact: Bohua Shao, School of Engineering, the University of 
Tokyo, shaobohua6@gmail.com 
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4. Experiment 

4.1 Citation Network 
Based on these patent data, we constructed a patent citation 

network. According to citation information of the patent database, 
we drew links between patents. Then we grouped them by DWPI 
Family Member information and built a new network. We 
assigned weights on edges between DWPI Family Members in 
the new network according to previous linkage information. The 
weight is the quantity of all links between any two patents which 
belong to the two DWPI Family pairs respectively.  

4.2 Node Degree 
We were interested in the network structure and we extracted 

the maximum connected component from the original citation 
network. We calculated the degree of each node in the maximum 
connected component and plotted the degree distribution in log-
log scale.    

4.3 Clustering 
Louvain method [Blondel 2008] is an effective and high-speed 

method for dealing with large networks. We used Louvain 
method for clustering the maximum connected component 
because it is very large, with 612570 nodes.   

4.4 Sum of “tf-idf” 
In natural language processing, a very common method called 

“tf-idf” is widely used. The “tf-idf” aims at filtering out important 
terms of a document among a corpus. The “tf-idf” is calculated in 
the following way (1):  

 

                      tf-idft,d  = tft,d idft                             (1) 
where subscript t means a specific word (term) and d means a 
given document in the whole corpus. In order to caluculate the 
importance of a word in the whole corpus, we sum up “tf-idft,d” 
of the same term across the whole corpus, as shown in (2). We 
have the “tf-idft” for the whole corpus. 
 

       tf-idft  =  tf-idft,d                         (2) 
                                                      d 

5. Results 

Figure 1. Patent degree distribution in log-log scale 

 
Figure 1 shows the distribution of degrees in log-log scale. We 

took the logarithm to base 10. The horizontal axis is the degree in 
log scale whereas the vertical axis is the frequency in log scale. 
Different from the general understanding that companies only 
cite their own patents, patents related with semiconductor are 
cited by other companies as well. The line in Figure 1 is nearly 
straight in the middle part and we assumed that the maximum 
connected component has scale-free network features for nodes 
with degrees in the range of 20 to 80.  

By Louvain method, we finally had 333 clusters. We present 
the largest 21 clusters and their contents in Table 1. 1 

Table 1 shows the quantities of patents grouped by application 
countries. The “USnum” column shows the quantities of patents 
from the U.S. by each cluster whereas the “JPnum” column 
shows the quantities of patents from Japan by each cluster. The 
column “US/JP-ratio” shows the ratios of the values in “USnum” 
to those correspondences in “JPnum”. Similarly, column “JP/US-
ratio” shows the ratios of the values in “JPnum” to those 
correspondences in “USnum”. 

We selected two leading countries in the semiconductor 
industry. Intuitively, ratios across different clusters did not 
fluctuate too much. However, as shown in this table, ratios are 
quite different. We mark and underline the ratios above 2 or 
below 0.5 in red. These unbalanced “Cluster_id” are 4, 14, 7, 20, 
8, 16 and 23. 

Table 1 Quantities of Patents in Each Cluster Grouped by 
Publication Countries 

NNo.  CCluster_id  UUSnum  JJPnum  UUS/JP--
rratio  

JJP/US--
rratio  

1 6 33728 36138 0.933 1.071 
2 1 24488 33412 0.733 1.364 
3 5 18502 24441 0.757 1.321 
4 12 19731 19964 0.988 1.012 
5 3 18922 19082 0.992 1.008 
6 4 29081 7798 3.729 0.268 
7 14 22394 11061 2.025 0.494 
8 15 16448 15092 1.090 0.918 
9 7 22213 9053 2.454 0.408 

10 2 16267 13532 1.202 0.832 
11 0 15819 10578 1.495 0.669 
12 9 13368 10941 1.222 0.818 
13 19 15128 8130 1.861 0.537 
14 20 3409 18297 0.186 5.367 
15 17 12038 7522 1.600 0.625 
16 10 7371 7381 0.999 1.001 
17 13 5743 8856 0.648 1.542 
18 8 2246 7895 0.284 3.515 
19 16 7592 2030 3.740 0.267 
20 22 5001 4112 1.216 0.822 
21 23 6163 2012 3.063 0.326 
 

Furthermore, patents granted from the U.S. are becoming more 
and more recently whereas patents from Japan are declining. 
From these results, investors can pay attention to the differences. 

                                                 
1 The quantity of patents of the 22nd largest cluster declines to 
3836. We also conducted Louvain method several times and 
results are slightly different. Here is a typical example. 
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Table 2 Sum of “tf-idf” in “Cluster_id” Being 4 

word tfidf-sum 
film 950.1 
gate 928.9 

second 894.0 
layer 835.5 

region 758.0 
silicon 741.6 

dielectric 727.7 
insulating 724.3 

fin 662.7 
material 657.5 

oxide 657.0 
metal 650.5 

electrode 613.3 
structure 593.9 
trench 593.2 

 
Table 3 Sum of “tf-idf” in “Cluster_id” Being 16 

word tfidf-sum 
layer 262.4 

memory 247.3 
magnetic 227.7 
second 210.1 
material 185.3 

resistance 181.7 
electrode 181.6 
change 177.0 

cell 166.7 
film 164.2 

element 158.9 
metal 150.3 

conductive 149.9 
line 146.5 

phase 145.7 

 
Table 4 Sum of “tf-idf” in “Cluster_id” Being 23 

word tfidf-sum 
layer 208.9 
gate 198.8 
film 194.9 

memory 189.4 
second 188.8 
pattern 180.0 
mask 170.3 
region 165.7 
silicon 158.6 

insulating 147.2 
material 143.4 
trench 140.6 
line 136.7 

conductive 136.2 
forming 124.4 

 
Let us consider several clusters marked red in Table 1. We 

calculated sum of “tf-idf” for clusters with “Cluster_id” being 4, 
16 and 23 as examples because they all hold “US/JP-ratio” over 
3. The corpus of each cluster is abstracts of patents belonging to 
the cluster questioned. Herein, we pasted words with top 15 

highest sum of “tf-idf” values (keywords) of each cluster in Table 
2, 3 and 4.  

From Table 2, we only detected general terms used for 
semiconductor manufacturing. From Table 3 and 4, we argue that 
technology in the 2 clusters is related with memory storage. In all 
the 3 clusters, U.S. shows dominant power. We hold a hypothesis 
that U.S. is now allocating resources in manufacturing new 
generation memory in order to prepare for the big data era.   

6. Conclusion 
In this study, we extracted patent information in the 

semiconductor industry. We narrowed our research boundary 
inside the U.S. and Japan, the two leading countries around the 
world. We detected that the technology portfolios are different in 
the two countries. We investigated the technology differences 
and used “tf-idf” to filter out important words among these 
clusters.  

We investigated 3 clusters with high “US/JP-ratio” values as 
examples. From these examples, we found that U.S. companies 
have been interested in memory manufacturing recently.  

In this study, we only focused on citation information, which 
is far from enough. There are still other columns in the database, 
such as Publication Date, Assignee/Applicant and Abstract-
DWPI. These columns provide the understanding of patents in a 
detailed way.  

In the future, we want to deal with these columns to catch the 
current trend in the semiconductor industry. We will link 
Assignee/Applicant information of the Derwent Innovation 
patent database with company names in a company database. We 
will also incorporate social phenomena, such as M&A, industrial 
policies and taxes in the semiconductor industry so as to have 
both private and public perspectives.   
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In this paper, we try to analyze relationships between mission statements and profitability. The mission state-
ments are very important messages for companies, because they include founders’ spirits, the business policies and
so on. Therefore, we consider that mission statements affect profitability. Mission statements and profitability
(The Return On Asset (ROA) was used) were gathered from annual securities reports because descriptions are
accurate and reports are easy to obtain. As mission statements were written in natural language and data to
be analyzed becomes complicated, a neural computational method called ‘potential learning’ which can interpret
internal representations was used. As a result, we found that a generalization performance of the model was 0.6125
(accuracy) and mission statements composed of multiple messages may affect ROA.
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Influences caused by faultlines on the organizational performance 

 *1 *1 
 Fumiko Kumada Setsuya Kurahashi 

*1  
University of Tsukuba Graduate School of Business Sciences #1 

The diversification of employment and work styles in organizations is inevitable to ensure a stable workforce in Japan, where 
a labor force is shrinking due to a declining birthrate and an aging population. Using the concept of faultlines, which are 
hypothetical dividing lines that may split a group into subgroups of people based on their multiple attributes, this paper 
examines the relationship of influences of a structure of diversity: the faultline strength and the number of subgroups: and 
communication within an organization. It is verified by an agent-based model based on the results a survey of Japanese 
organizations. In conclusion, when staff in an organization interact smoothly the structure of diversity influences less on the 
organizational performance. However, when the interaction is not smooth, for example, the communication between similar 
staff, the structure of diversity influences more the performance. Therefore, it is important to manage the interaction and 
communication. 
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Evaluation of power consumption estimation model based on household information

∗1
Tomofumi Tahara

∗1
Hideaki Uchida

∗1
Hideki Fujii

∗1
Shinobu Yoshimura

∗1
School of Engineering The University of Tokyo

Abstract: An electric power demand estimation model based on household information is proposed in this paper.
The effect of transition of electric power systems being discussed today will emerge as the change of household
electricity demand. The objective of this research is to develop a model which can output area-wise electricity
demand curve from the sum of household-wise demand. The proposed method is based on a multi-agent-based
household transition model and a household energy consumption database. The simulated result shows rough
agreement with the measured values of the monthly electricity demand.
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Optimization of Power Electric Supply Path in Smart Grids

Takaya Ozawa Ei-Ichi Osawa

Department of Complex and Intelligent Systems, School of Systems Information Science, Future University Hakodate

The next generation next-generation electric grids called smart grids are attracting attention due to problems
such as global power shortage and environmental load caused by power generation. One of the problems with the
current power being used is that the power transmission loss is large due to the long power transmission path.
From such a problem, it is possible to reduce the power shortage and reduce the power generation amount by
reducing the power transmission loss. For this reason, it is required to optimize the power transmission path. In
this paper, we propose to reduce the power transmission loss by minimizing the power transmission path by using
the code optimization method used by the compiler by treating the power transmission path like a program. We
compared power transmission loss by simulation using multi agent system and showed that the proposed method
can reduce transmission loss. In addition, it shows that it can be used by measuring the execution processing time
of the proposed method.
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Novel Segmentation Method based on the Distributed Representation of Sentences and
Analysis Method of Story Developments

∗1
Kiyohito Fukuda

∗1
Naoki Mori

∗1
Makoto Okada

∗1
Graduate School of Engineering, Osaka Prefecture University

Recently, the attempts to reproduce the mechanisms of human intellectual activities have attracted interest
in artificial intelligence fields. The narrative creation is one of them. It is necessary for narrative creation and
creative support by the computer to make it to understand human creations and their stories. However, there
are few studies on story analysis by the computer. In this study, we propose the segmentation method of novels
based on the distributed representation of sentences and the analysis method of story developments. As a result
of computational experiments, we confirmed that the effectiveness of the proposed methods.

1.

,

, .

1 .

2

,

. , ,

.
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Analysis of Four-scene Comics Story Dataset based on Natural Language Processing

∗1
Ryo Iwasaki

∗1
Naoki Mori

∗2
Miki Ueno

∗1
Osaka Prefecture University

∗2
Toyohashi University of Technology

Comic computing is a branch of computing dealing with comics in engineering. Although comics are multi-modal
data with natural languages and pictures, numerous studies in the field focus on images in comics rather than the
comic content. To make models understand the contents in comics, we should deal with natural languages in comics
in the form of character words. We used a dataset which was suitable for analyzing comic contents and previously
proposed two tasks: sentiment analysis and variety analysis. However, two tasks did not go well because of the
number of data. We demonstrated using data augmentation and analyzed the results to determine the feasibility
of computers understanding comics.
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Search for Similar Story Sentences based on Role of Characters
in order to Support and Analyze Contents Creator’s Ideas

Takefumi Katsui Miki Ueno Hitoshi Isahara

Toyohashi University of Technology

A process of creating stories has been studied from various aspects. Recently, it has become important topic for
the field of artificial intelligence. In the field, such studies are mainly divided into two groups, automatic generation
of stories and assistance for human s creative activity. From the view of assistance for human s creative activity,
we propose creative support method. This paper describes two systems; Creation support system and System of
Search for Similar Story Sentences based on Role of Characters. In order to confirm the effectiveness of these
proposed method, three types of experiments were carried out. These results suggested that the proposed system
is useful for creating story and analyzing human’s idea of the perspective of similar feeling.
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BERT
An Approach for Applying BERT to Sentence Elimination Problem in English Exam

∗1
Hiromi Narimatsu

∗1
Hiroaki Sugiyama

∗2
Genichiro Kikui

∗3
Hirotoshi Taira

∗3
Seiki Matoba

∗1
Ryuichiro Higashinaka

∗1NTT
NTT Communication Science Laboratories

∗2
Okayama Prefectural University

∗2
Osaka Institute of Technology

We have been working on the English problems in the Can a Robot Get into the University of Tokyo? project.
This paper focuses on the sentence elimination problem by applying BERT, which has obtained the state-of-the-art
results in a number of machine comprehension tasks. We show how we apply BERT and report the improvements
made over baselines. Finally, we show our error analysis and the problems that still need to be solved.
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Wearing proper shoes can reduce problems with your

feet. Here are some important points to think about in

order to choose the right shoes.

(1) Make sure the insole, the inner bottom part of the s

hoe, is made of material which absorbs the impact on y

our foot when walking. (2) The upper part of the shoe s

hould be made of breathable material such as leather or

cloth. (3) Some brand-name leather shoes are famous be

cause of their fashionable designs. (4) When you try on

shoes, pay attention not only to their length but also to

their depth and width. Wearing the right shoes lets you

enjoy walking with fewer problems.
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Food can do more than fill our stomachs? it also satisfies
feelings. If you try to satisfy those feelings with food when
you are not hungry, this is known as emotional eating. There
are some significant differences between emotional hunger and
physical hunger. (1) Emotional and physical hunger are bo

th signals of emptiness which you try to eliminate with fo

od. (2) Emotional hunger comes on suddenly, while physic

al hunger occurs gradually. (3) Emotional hunger feels lik

e it needs to be dealt with instantly with the food you wa

nt; physical hunger can wait. (4) Emotional eating can le

ave behind feelings of guilt although eating due to physica

l hunger does not. Emotional hunger cannot be fully satisfied

with food. Although eating may feel good at that moment,
the feeling that caused the hunger is still there.
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One of the most important kitchen tools is the simple hand-

operated can opener – the manual can opener. (1) Can open

ers are needed to open some canned foods, and nowadays ma

ny people have easy-to-use electric ones. (2) However, with a

manual can opener, even when there is an electric power fa

ilure, you can still open cans. (3)Another advantage of a m

anual can opener is that it will last for years without any m

aintenance. (4) Recently, even some electric can openers wit

h multiple functions have been getting cheaper. In any event,

it is always a good idea to have a manual can opener in your
kitchen.
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Bidirectional LSTM  
Misspelling Detection by using Multiple Bidirectional LSTM Networks 

*1                  *1                   *2                  *1 
                       Ryo Takahashi         Kazuma Minoda          Akihiro Masuda        Nobuyuki Ishikawa 

 *1  *2 PE-BANK 
                                                     Recruit Technologies Co.,Ltd.            PE-BANK, Inc. 

Companies in the RECRUIT Group provide matching business between clients and customers, and create lots of manuscripts 
every day in order to tell the attractiveness of our clients. In this paper, we propose a method for detecting misspelling in 
manuscripts with machine learning. That system mainly consists of two parts. One is the multiple Bidirectional LSTM networks 
to estimate the probabilities of correctness in each characters. The other is the random forests algorithm to decide what sentence 
is correct or not by using outputs of these networks. The efficacy of our approach is demonstrated on two datasets: artificial 
sentences and real manuscripts created in our services. 
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Effect of Robot Anxiety on the Appearance Tendency of Uncanny Valley 

Kazuhiro Ikeda Tomoko Koda

Department of Information Science and Technology, Osaka Institute of Technology

In this study, we analyzed the influence of robot anxiety characteristics on the appearance tendency of uncanny valley. We 
used crowdsourcing for the questionnaire survey of mechano-humanness score (MH score) and likeability of 80 robot face 
images. Then we divided the participants into two groups according to their scores of Robot Anxiety Scale (RAS). The results 
of t-test of the fitted curves using the MH scores and likeability scores showed that the appearance tendency of the uncanny 
valley is affected by users’ robot anxiety scale. Those who have less anxiety toward robots showed higher affinity toward the 
robot faces, while those with high anxiety showed lower affinity toward the same faces. 

1.

=
=

[1]

[2] Mathur
80 -
(mechano-humannes (MH) )

MH [3]

(RAS) [4] RAS

RAS
RAS

[5]

[3]
RAS

RAS
RAS [3]

RAS RAS
RAS

RAS MH
MH RAS
RAS

2.

2.1
MH Yahoo!
100 [3] 80

MH
-100 +100

20 79

39.2 9.8 62 17
MH

MH MH -90.63
90.33 -37.37 53.10

[3] MH
-97.21 93.21 -49.18 61.50

2.2
2.1 80

-100 +100
RAS

Yahoo! 300

55 139

41.6 10.3 93 46
RAS (41.57)

RAS RAS (n=74) 
RAS (n=65)

MH

MH
[3]

RAS
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( ) JP17K00287

[1] , , AI
3 NRI

, pp. 108-125, 2016.
[2] Energy 7 4 , pp. 33-35, 

1970.
[3] Maya B. Mathur, David B. Reichling. Navigating a social 

world with robot partners: A quantitative cartography of the 
Uncanny Valley. Cognition, Volume 146, pp. 22–32, 2016.

[4] , , , ,
Human-Robot Interaction (HRI)

Fuzzy System Symposium 2010, pp. 554-559, 2010.
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Strategyproof Mechanism with Agents Grouping for Multi-Agent Pathfinding

Manao Machida

NEC

This paper proposes a computationally efficient strategyproof mechanism that solves multi-agent pathfinding
(MAPF) problems with heterogeneous and self-interested agents. In MAPF, agents need to reach their goal desti-
nations while avoiding collisions between them. MAPF solvers assign agents non-conflicting paths that minimize
the global cost function (e.g., the sum of travel costs). Finding the optimal solution of a MAPF problem is an
NP-hard problem. Mechanism design aims to design mechanisms in which the selfish behavior of agents leads to
a socially optimal outcome. The Vickrey-Clarke-Groves (VCG) mechanism is a well known mechanism that is
efficient and strategyproof. However, VCG must compute an optimal outcome to be strategyproof. In this paper,
we consider heterogeneous and self-interested MAPF. Agents are heterogeneous if the costs of traversing a given
path differ between agents. In particular, we assume each agent has a private linear cost function of travel time.
The proposed mechanism divides agents into several groups depending on their declarations and thresholds, and
then computes an optimal outcome for each group sequentially. The thresholds are parameters for adjusting com-
putational complexity of this mechanism. We show that this mechanism has trade-off between the solution quality
and run-time by numerical simulations.

1.

MAPF

MAPF

MAPF

[Silver 2005,

Standley 2010, Ryan 2010, Dresner 2008, Kiesel 2012]

Vickrey-Clarke-Groves (VCG)

[Vickrey 1961,

Clarke 1971, Groves 1973] VCG

MAPF

MAPF

MAPF

[Bnaya 2013, Machida 2019, Amir 2015]

MAPF

[Amir 2015] VCG

MAPF

MAPF

MAPF

NP

: NEC 211–8666,

1753 044-435-5678 manao-

machida@ap.jp.nec.com

[Machida 2019]

SCA* VCG

SI-MAPF

2.

MAPF G = (V,E) K =

{1, . . . , k} i ∈ K

si ∈ V gi ∈ V

i Pi

Pi

T = {0, 1, 2, . . .}

Pi n (pi(n), n)

Pi, Pj n ∈ T pi(n) = pj(n)

pi(n) = pj(n + 1) ∧ pi(n + 1) = pj(n)

i, j

i, j

MAPF P = {P1, . . . , Pk}

P

i

1
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wi ∈ W W = [0, w̄]

w̄

wtruck

wmotorcycle 2 wtruck = 2 · wmotorcycle

[Amir 2015]

Pi

n(Pi)

win(Pi)

n(Pi) = min
{
n : ∀n′ ≥ n, (gi, n

′) ∈ Pi

}

Pi

t Pi

i

win(Pi) + t

[Bnaya 2013]

[Amir 2015]

3.

MAPF

i ∈ K

bi ∈ W

P ∈ P t

f = (β, τ ) β : W k → P

τ : W k → R
k

[0, w̄]

MAPF O(|V |k)

k′

O(|V |k
′

)

c = (c1, . . . , cm+1) c c1 > · · · > cm+1

c1 = w̄ ∧ cm+1 = 0

i ∈ {1, . . . ,m − 1} Ci(b) = {j ∈

K|bj ∈ (ci+1, ci]} Cm(b) = {j ∈ K|bj ∈ [cm+1, cm]}

K′ ⊆ K PK′

P̂(PK′

) PK′

K \K′

1

c = (w̄, 0)

Mechanism 1

1: for i = 1, . . . ,m do

2: plan βCi(b)(b) such that satisfies the following condi-

tion

∑
j∈Ci(b)

bjn(β
Ci(b)
j (b)) = min

P∈P̂(β
∪l<iCl(b)(b))

∑
j∈Ci(b)

bjn(Pj)

(1)

3: end for

a b c

d

e f g

s1, g4 s4, g1

s2, g3 s3, g2

1:

VCG

|maxi Ci(b)| = 1

SCA*

1

c = (1, 0.5, 0) 1

b1 = 0.8, b2 =

0.2, b3 = 0.4, b4 = 0.6

C1(b) = {1, 4}, C2(b) = {2, 3}

C1(b)

P1 = {(a, 0), (a, 1), (b, 2), (c, 3), . . .},

P4 = {(c, 0), (b, 1), (d, 2), (b, 3), (a, 4), . . .}

P1, P4 C2(b)

P2 = {(e, 0), (e, 1), (f, 2)(d, 3), (f, 4), (g, 5), . . .}

P3 = {(g, 0), (g, 1), (g, 2), (f, 3), (e, 4), . . .}

P2 (d, 2) P4

P2 P4

P3 P1

i

P̂Ci(b)(b) = P̂(β∪l<iCl(b)(b)) (2)

M(i, b′i, j, b) = min
P∈P̂

Cj(b
′)
(b′)

∑
l∈Cj(b)∪{i}

b
′
ln(Pl), (3)

b′ = (b1, . . . , bi−1, b
′
i, bi+1, . . . , bk)

M(i, b′i, j, b) b

i b′i j

i

M

τi(b) = −bin(βi(b))

+M(i, bi, c
−(bi), b)−M(i, cc−(bi)+1, c

−(bi), b)

+
∑

j>c−(bi)

(M(i, cj , j, b)−M(i, cj+1, j, b)) (4)
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c−(bi) i ∈ Cc−(bi)
(b) (4)

c = (w̄, 0) VCG

c = ( l
m
)l∈{0,...,m} M > 0

m = M |maxi Ci(b)| = 1 limm→∞ τ (b)

SCA*

1 f = (β, τ )

i ∈ K, b ∈ W k

win(βi(wi, b−i)) + τi(wi, b−i) ≤ win(βi(b)) + τi(b)

(wi, b−i) = (b1, . . . , bi−1, wi, bi+1, . . . , bk)

1 f = (β, τ )

[Archer 2001] i ∈ K, b ∈ W k

bi ≥ b′i =⇒ n(βi(b)) ≤ n(βi(b
′
i, b−i))

τi(b) = −bin(βi(b)) +

∫ bi

0

n(βi(c, b−i)) (5)

f = (β, τ )

n ◦ β bi ≥ b′i

C(b) = C(b′i, b−i) n(βi(b)) ≤

n(βi(b
′
i, b−i)) i bi

Cj(b) Cj(b) \ {i} =

Cj(b
′
i, b−i)

∑
l∈Cj(b)

bln(βl(b)) ≤
∑

l∈Cj(b)

bln(βl(b
′
i, b−i))

∑
l∈Cj(b)

bln(βl(b)) ≤ bin(βi(b
′
i, b−i)) +

∑
l∈Cj(b

′

i
,b−i)

bln(βl(b
′
i, b−i))

bin(βi(b)) ≤ bin(βi(b
′
i, b−i))

i ∈ K n ◦ βi W

(5) (4) cj > bi ≥ b′i >

cj+1 c̄ ∈ [b′i, bi] c < c̄

n(βi(c, b−i)) = n(βi(b
′
i, b−i)) c > c̄

n(βi(c, b−i)) = n(βi(b))

∫ bi

b′
i

n(βi(c, b−i)) = (c̄− b
′
i)n(βi(b

′
i, b−i)) + (bi − c̄)n(βi(b))

= M(i, c̄, j, b)−M(i, b′i, j, b)

+M(i, bi, j, b)−M(i, c̄, j, b)

= M(i, bi, j, b)−M(i, b′i, j, b)

(5) (4)

4.

fs W = [0, 1] s

s1

g2

s2

g3

g1

s3

2:

8× 8

f2 (1, 0.5, 0) f4

(1, 0.75, 0.5, 0.25, 0) f1 VCG

MAPF

i ∈ K wi [0, 1]

8× 8 4

2 i ∈ K

j �= i si, gi

Conflict Base Search[Sharon 2015]
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f1 fs (s ≥ 2)

1 4

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3H4-J-7-02



1: 8× 8 w [0, 1]k

Runtime (ms)

k f1 f2 f4 f8 f16

5 15.46 6.57 4.67 4.09 4.37

6 11.43 6.20 5.01 4.39 2.66

7 299.22 28.44 22.66 13.86 9.38

8 163.82 22.20 14.19 8.77 4.07

9 121.57 19.64 14.54 8.47 4.89

10 561.95 63.04 30.48 10.68 7.33

f1
f2
f4
f8
f16

3: 8× 8 w [0, 1]k

5.

MAPF

[Amir 2015] Amir, O., Sharon, G. and Stern, R.: Multi-

agent pathfinding as a combinatorial auction, in AAAI

(2015)

[Machida 2019] Machida, M.: Polynomial-Time Multi-

Agent Pathfinding with Heterogeneous and Self-

Interested Agents, in AAMAS, in press (2019)

f1
f2
f4
f8
f16

4: 8× 8 w [0, 1]k
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[Silver 2005] Silver, D.: Cooperative pathfinding, in AI-

IDE, pp. 117-122 (2015).
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178 (2010)

[Ryan 2010] Ryan, M.: Constraint-based multi-robot path

planning, in ICRA, pp. 922-928 (2010)

[Dresner 2008] Dresner, K. and Stone, P.: A multiagent
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J. Artif. Intell. Res. (JAIR), volume 31, issume 1,

pp.591–656 (2008)

[Kiesel 2012] Kiesel, S., Burns, E., Wilt, C. M., and Ruml,
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in ICAPS (2012)

[Archer 2001] Archer, A. and Tardos, É.: Truthful Mecha-

nisms for One-Parameter Agents; In Proceedings of the

42Nd IEEE Symposium on Foundations of Computer

Science (FOCS ’01), pp. 482- (2001)

[Vickrey 1961] Vickrey, W.: COUNTERSPECULATION,

AUCTIONS, AND COMPETITIVE SEALED TEN-

DERS; Journal of Finance, Volume: 16, Number: 1,

pp. 8-37 (1961)

[Clarke 1971] Clarke, E.: Multipart pricing of public goods;

Public Choice, Volume: 11, Number: 1, pp. 17–33

(1971)
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Multi-agent Pathfinding; Artif. Intell. Volume: 219,
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A Fundamental Study of Region Allocation for Mobile Robots Based on Constraint Optimization and
Decentralized Solution Method

Toshihiro Matsui

Nagoya Institute of Technology

Observation systems based on autonomous multiple robots including wide area surveillance, emergency response,
and temporary exploration in unsafe areas have been widely studied. In general cases, there are various require-
ments for observation systems such as patrolling, exploration, tracking and cooperative sensing. These tasks also
require the formation of robots and the allocation of observation areas. To manage complex sub-tasks simultane-
ously, a general approach based on constraint optimization problems and decentralized solution methods will be
promising. This approach is studied as distributed constraint optimization problems in the multiagent research
area. While several studies address the application of the distributed constraint optimization to sensor networks
and mobile robots, there are opportunities to construct a unified model to integrate several tasks with the constraint
representation and low cost decentralized solution methods. As a fundamental study, we address a simple model
for patrolling problems with the allocation of observation areas to multiple robots.

1.

[Fioretto 18]

[Zhang 05, Béjar 05]

[Jain 09, Stranders 10, Zivan 15]

2.

: 466-8555

matsui.t@nitech.ac.jp
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LiDAR SLAM
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works and Distributed CSP: Communication, Computation and

Complexity, Artif. Intell., Vol. 161, No. 1-2, pp. 117–147 (2005)

[Fioretto 18] Fioretto, F., Pontelli, E., and Yeoh, W.: Distributed

Constraint Optimization Problems and Applications: A Survey,

Journal of Artificial Intelligence Research, Vol. 61, pp. 623–

698 (2018)

[Jain 09] Jain, M., Taylor, M. E., Tambe, M., and Yokoo, M.:

DCOPs Meet the Real World: Exploring Unknown Reward

Matrices with Applications to Mobile Sensor Networks, in IJ-
CAI 2009, Proceedings of the 21st International Joint Confer-
ence on Artificial Intelligence, Pasadena, California, USA, July
11-17, 2009, pp. 181–186 (2009)

[Stranders 10] Stranders, R., Fave, F. M. D., Rogers, A., and

Jennings, N. R.: A Decentralised Coordination Algorithm for

Mobile Sensors, in Proceedings of the Twenty-Fourth AAAI
Conference on Artificial Intelligence, AAAI’10, pp. 874–880,

AAAI Press (2010)

[Zhang 05] Zhang, W., Wang, G., Xing, Z., and Wittenburg, L.:

Distributed stochastic search and distributed breakout: prop-

erties, comparison and applications to constraint optimization

problems in sensor networks, Artificial Intelligence, Vol. 161,

No. 1-2, pp. 55–87 (2005)

[Zivan 15] Zivan, R., Yedidsion, H., Okamoto, S., Glinton, R.,

and Sycara, K.: Distributed Constraint Optimization for Teams

of Mobile Sensing Agents, Autonomous Agents and Multi-
Agent Systems, Vol. 29, No. 3, pp. 495–536 (2015)
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On the design of state value functions
for real-time continuous-state space multi-agent decision making

∗1
Tomoharu Nakashima

∗2
Harukazu Igarashi

∗3
Hidehisa Akiyama

∗1
Osaka Prefecture University

∗2
Shibaura Institute of Technology

∗3
Fukuoka University

This paper presents an overview of value function representations and construction for RoboCup soccer sim-
ulation. Since RoboCup has several characteristic features such as multi-agent system, noisy environments, and
dynamic decision making, it offers a more realistic environment for the decision making in multi-agent system
research.

1.

AI

AI

AI

AI

RoboCup 2D 20

RoboCup

1 RoboCup

RoboCup

AI

1: RoboCup
RoboCup

1 12 1 1

RoboCup AI

RoboCup
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8531 072-254-9351

tomoharu.nakashima@kis.osakafu-u.ac,jp

AI

RoboCup

2. RoboCup
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RoboCup
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2.1
RoboCup

1

1
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3.

Akiyama [1]

3

AI

RoboCup AI

4.

4.1
RoboCup

4.2

Pomas [2]

5.

RoboCup

[1] H.Akiyama, S.Aramaki, T.Nakashima, ”Online Coop-

erative Behavior Planning Using a Tree Search Method

in the RoboCup Soccer Simulation,” Proc. of INCoS

2012, pp.170-177, 2012.

[2] T.Pomas and T.Nakashima, ”Evaluation of Situations

in RoboCup 2D Simulations using Soccer Field Im-

ages,” Proc. of RoboCup Symposium, 6 pages, 2018.
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ACO

ACO with Pheromone Update by Negative Feedback Can Solve CSPs

Takuya Masukane Kazunori Mizuno

Department of Computer Science, Takushoku University

To solve large-scale constraint satisfaction problems, ant colony optimization (ACO) has recently been drawing
attentions. In algorithms based on ACO, candidate assignments are constructed by taking account of pheromone
trails, which are updated based on a candidate assignment with the least number of constraint violations. In this
paper, we propose an ACO model with dual pheromone trails: usual pheromone trails and another pheromone
trails. Another pheromone trails are updated based on a candidate assignment with the largest number of con-
straint violations. Also, usual pheromone trails are updated by considering another pheromone trails as well. We
demonstrated that our model, which is applied to the cunning ant system, can be effective than other ACO-based
methods for large-scale and hard graph coloring problems whose instance appears in the phase trainsiton region.

1.

CSP

CSP

CSP

CSP

(ACO)

[Dorigo 96, Dorigo 99] ACO

ACO

“ ”

ACO

ACO

:

815-1 042-665-0519

phsl.masukane@gmail.com

2.

2.1
COL

1 COL

3 3COL

[Mizuno 11, Tayarani-N 15]

n c d

d = c/n 3COL d = 2, 3 ∼ 2.4

[Hogg 96]

2.2
ACO

[Dorigo 96, Dorigo 99]

ACO ACO

3COL

CSP [Bui 08]

2.3 cunning Ant System
ACO 1 cunning Ant System (cAS)

[Tsutsui 06] 1 ACO

1 1

COL

COL

1

A xj v

pA(< xj , v >)

1
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1: cAS

pA(< xj , v >) =

[τA(< xj , v >)]α[ηA < xj , v >)]β∑
w∈Dj

[τA(< xj , w >)]α[ηA(< xj , w >)]β
, (1)

τA(< xj , v >) =
∑

<xk,u>∈A

τ(< xk, u >,< xj , v >),

ηA(< xj , v >) =
1

1 + conf({< xj , v >} ∪A)− conf(A)
,

Dj xj 3COL

red, green, blue τ(< xk, u >,< xj , v >) “ u

xk” “ v xj”

conf(A) A

α β

1

τ(i, j)

τ(i, j) = (1− ρ)× τ(i, j) + Δτ (2)

Δτ =

{
1

conf(Abest)
, (i, j) ∈ Abest

0, otherwise

ρ Abest

ACO

ACO cAS

cAS donor

ant “ ” cunning ant

cAS

3.

3.1
ACO

2

ACO ACO

“

”

“ ”

ACO 2

• ACO

•

3.2
2.3 cAS

ADUPT (Ant with

DUal Pheromone Trails) ADUPT 1

cAS “

” “ ”

Nτ(i, j) = (1− ρ)×Nτ(i, j) + ΔNτ (3)

ΔNτ =

{
conf(Aworst), (i, j) ∈ Aworst

0, otherwise

Nτ(i, j) (i, j)

Aworst

2

“

”

ACO

2

τ(i, j) = (1− ρ)× τ(i, j) + Δτ (4)

Δτ =

{
1

conf(Abest)
× w(i, j), (i, j) ∈ Abest

0, otherwise

w(i, j) Nτ(i, j)
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An Algorithm for solving the Traveling Salesman Problem using Clustering Method 
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 We confirmed the effectiveness of our 
algorithm using several benchmark problems taken from the TSPLIB, which is a library of traveling salesman problem.
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An Algorithm for Solving the Traveling Salesman Problem using Particle Swarm Optimization 

*1 *1 
 Yuki Yamada Hajime Anada 

*1  
Graduate School of Integrative Science and Engineering, Tokyo City University #1 

Many economic and industrial problems lead to combinatorial optimization problems. Of these combinatorial optimization 
problems, the traveling salesman problem (TSP) is one of the most important problem in the field of technology and science. 
And particle swarm optimization (PSO) is a population based stochastic optimization technique inspired by social behavior of 
bird flocking or fish schooling. PSO has been applied to various combinatorial optimization problems belonging to 
nondeterministic polynomial-time hard (NP-hard) combinational problems. But applying PSO to TSP is difficult. Therefore, 
we construct a new algorithm which is based on PSO. We confirmed the effectiveness of our algorithm using several benchmark 
problems taken from the TSPLIB, which is a library of traveling salesman problem. 
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U12バスケットボールにおけるリーグ戦スケジューリング
League Scheduling for U12 Basketball

沖本 天太 ∗1
Tenda Okimoto

西村 一輝 ∗2
Kazuki Nishimura

平山 勝敏 ∗1
Katsutoshi Hirayama

∗1神戸大学大学院海事科学研究科
Faculty of Maritime Sciences, Kobe University

∗2神戸大学海事科学部
Graduate School of Maritime Sciences, Kobe University

Sports Scheduling is one of the widely investigated application problems in Artificial Intelligence and Operations
Research. This problem can be represented as a combinatorial optimization problem, in which the date and the
venue of each game must be determined, subject to a given set of constraints. In 2018, Japan Basketball Association
(JBA) has started to implementing the league games in the prefectures. In this paper, a formal framework for
U12 Basketball League Scheduling (BLSU12) problem is introduced. Furthermore, a novel solution criteria called
egalitarian solution for BLSU12 is defined. In the experiments, we use the real data of U12 basketball league games
played in Hyogo prefecture in 2018 and find an optimal league scheduling which can reduce the total travel distance
of teams compared to that of actually used. An egalitarian solution for the total travel distance is also provided.

1. はじめに
スポーツ・スケジューリング [3, 4]問題とは，チーム，対戦

日，開催場所等の集合に対して，与えられた制約条件を満たす
ように対戦表を作成する組合せ最適化問題である．スポーツ・
スケジューリングは AIやOR分野における応用問題として広
く研究されており，応用例として，アメリカ西海岸大学対抗バ
スケットボール [1]やプロサッカーリーグ [2]等が挙げられる．
日本バスケットボール協会 (JBA)∗1 は (i) 拮抗したゲーム

を多くすることで選手及び指導者の成長を促し，(ii) JBA 登
録チームに対して，一定公式試合数の確保を目的とし，都道府
県内でのリーグ戦の実施を 2018年度より開始した．兵庫県ミ
ニバスケットボール連盟 ∗2 は 2018 年度，県内の男女合わせ
て約 180チームを対象に前後期リーグ戦を実施した．前期（5

月から 7 月）では，各チームは所属地区で実施された新人戦
の成績を基に，A（上位）, B1, B2, B3（中位）, C（下位）の
5つのリーグに分けられ，県内の各会場で 10試合の公式戦を
行った．また後期（9月から 12月）では，前期の成績を基に
各リーグのチームが再編成され 10試合の公式戦が行われた．
リーグ戦作成では，前後期各 10試合の計 20試合を実施しな

ければならないとする総試合数に関する制約や，同じチームと
2試合以上対戦してはならないとする重複試合の禁止等の満た
さなければならない様々な制約条件が存在する．このため，す
べての制約条件を満たすようなリーグ戦を作成するのは困難な
問題である．実際，兵庫県ミニバスケットボール U12の前期
Aリーグ（女子）では重複試合が 2件発生している．さらに，
現状のリーグ戦は人手により数日かけて作成されているため，
その負担を軽減する必要がある．また，各チームの総移動距離
やチーム間の移動距離の平等性等は現在考慮されていない．
本論文では，移動距離最小化問題のフレームワークを用いて，

ミニバスケットボールにおけるリーグ戦作成 (U12 Basketball

League Scheduling, BLSU12)問題を定義する．実験では，2018
年度に兵庫県下で実施されたミニバス U12 の後期 A リーグ

連絡先: 沖本 天太，神戸大学大学院海事科学研究科，神戸市東
灘区深江南町 5-1-1，tenda@maritime.kobe-u.ac.jp

∗1 http://www.japanbasketball.jp
∗2 https://hyogo-minibasket.jimdo.com

（女子）の実データを用いて，与えられた制約条件を満たし，
かつ，各チームの移動距離の総和が最小となるようなリーグ戦
及び，移動距離の最大値を最小化するようなリーグ戦をそれぞ
れ作成し，実際に用いられたリーグ戦と比較評価する．

2. U12バスケットボールリーグ戦作成問題
ミニバスケットボール（ミニバス）におけるリーグ戦作成

(BLSU12)問題を定義する．まず BLSU12 の基本用語を与える．

• T = {1, ..., n}：チームの集合．

• D = {1, ....,m}：日付（対戦日：休日・祝日）の集合．

• X = {xij | i, j ∈ T (i �= j)}：変数の集合．xij = k (k ∈
D)とは，チーム iと j が k 日に対戦することを表す．

• C = {c1, ..., cl}：制約の集合．

• Ts = {q1, ..., qt}：（各チームの）拠点校の集合．

• P = {p1, ..., ps}：対戦が行われる試合会場の集合．

• α : T → Ts：各チームの拠点校を返す写像．

• β : D → P：日付から試合会場を返す写像．

• dis : Ts×P → R：拠点校から会場までの距離を返す関数．

以下，兵庫県ミニバス U12で用いられた制約条件を示す．

• 制約 1（総試合数の制限）：各チームの対戦数は 10試合と
する．各チームは前期 10，後期 10の計 20試合を行う．

• 制約 2（毎試合数の制限）：U12では選手の体力等を考慮
して，各チーム，試合がある場合は 1日に 2試合行う．

• 制約 3（各会場での試合数の制限）：各試合会場では，そ
の日に対戦しなければならない対戦数が決められている．

• 制約 4（重複試合の禁止）：同じ相手と 2試合以上対戦して
はならない（同じリーグ内の他の 10チームと対戦する）．

1
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表 1: 提案手法と+Minimaxにおける各チームの総移動距離．

チーム名 成徳 北エン 福田 香櫨園 塚口 武庫 浜脇 多田東
提案手法 836km 608km 636km 888km 944km 876km 886km 816km

+Minimax 878km 800km 636km 820km 902km 776km 828km 850km

チーム名 西宮浜 宝塚 BR 川西 荻野 北淡 松陽 三田 氷上東
提案手法 842km 932km 854km 834km 596km 642km 524km 270km

+Minimax 878km 794km 854km 902km 596km 642km 558km 270km

表 2: 後期 Aリーグ（女子 16チーム）における，実際のリー
グ戦と提案手法で得られたリーグ戦の総移動距離と作成時間．

後期リーグ 実際のリーグ戦 提案手法 +Minimax

総移動距離 14, 204km 11, 984km 11, 984km

作成時間 数日 4秒 173秒

次に，U12におけるリーグ戦作成 (BLSU12)問題を定義する．

定義 1 (BLSU12). ミニバスにおけるリーグ戦作成 (BLSU12)

は，X を変数の集合，D を変数値の集合，C を制約の集合，
Ts を拠点校の集合，P を試合会場の集合，αを各チームの拠
点校を返す写像，β を日付から試合会場を返す写像，φを拠点
校から試合会場までの往復距離を計算する関数とし，

BLSU12 = 〈X,D,C, Ts, P, α, β, φ〉

の組により定義される．全変数への割当を Aとし，関数 φは

φ(A) =
∑

i,j,k

2 · [dis(α(i), β(k)) + dis(α(j), β(k))]

により与えられる (1 ≤ i, j ≤ n, i �= j, 1 ≤ k ≤ m)．BLSU12

を解くとは，全ての制約条件を満たし，各チームの移動距離の
総和 φ(A)が最小となるような割当 Aを見つけることである．

定義 2 (BLSU12 問題).

• 入力： ミニバスにおけるリーグ戦作成 BLSU12，

• 質問：移動距離の総和が最小となるリーグ戦をみつけよ．

リーグ戦作成 BLSU12 において，各チーム i (1 ≤ i ≤ n)の
総移動距離を di とし，すべてのチームの総移動距離を d-ベク
トルと呼び，d = (d1, ..., dn)と記述する．また 2つの d-ベク
トル d′ 及び d′′ に関して，両者の各要素の総和が等しいとき，
すなわち，

∑
i d

′
i =

∑
i d

′′
i が成立するとき，d′ と d′′ は同等で

あるという．同等な d-ベクトルからなる集合をDと記述する．
また D 上の前順序は �lex により与えられるものとする．す
なわち，∀d′, d′′ ∈ D に関して，d′ が辞書式順序において d′′

より先行している，またそのときに限り，d′ �lex d′′ と定義す
る．ある d-ベクトル d′ が平等であるとは，d′′ �lex d′ となる
ような，d′ と同等な他の d′′ が存在しないことを意味する．

3. 評価実験
2018年度に兵庫県下で実施されたミニバスU12後期Aリー

グ戦（女子 16チーム）の実データを用いて BLSU12 問題を求
解した．具体的には，BLSU12 問題を 0-1整数計画問題として
定式化し，最適化ソルバー CPLEXを用いて，各チームの移

動距離の総和が最小となるリーグ戦及び，総移動距離が最小，
かつ，移動距離の最大値が最小となるリーグ戦を作成した．
実際に使用された U12後期 Aリーグ戦と提案手法によって

作成されたリーグ戦における総移動距離及び実行時間を表 2に
示す（両者とも全ての制約条件 1から 4を満たしている）．ま
た，表中の+Minimaxは提案手法とミニマックス値を用いたと
きの実験結果を表す．表 2より，実際に使用された後期リーグ
戦での全 16チームの総移動距離は 14, 204kmであった．これ
に対し，提案手法では，全 16チームの総移動距離は 11, 984km

であり，実際に使用されたものとの差は 2, 222km であった．
また，実際のリーグ戦は人手により数日かけて作成されている
のに対し，提案手法では最適なリーグ戦が 4 秒，+Minimax

では最適かつ，移動距離の最大値が最小となるリーグ戦が 173

秒で求解可能であった．表 1は提案手法及び，+Minimaxに
よって得られた各チームの総移動距離を表している．提案手
法では，塚口の総移動距離が 944km（最大値）であるのに対
し，+Minimaxでは 902kmであった．このように，+Minimax

で得られた解では，総移動距離が大きい塚口や宝塚 BR の負
担を他のチームでシェアすることで軽減しているのが分かる．

4. おわりに
本論文では，ミニバスケットボールにおけるリーグ戦作成

(BLSU12)問題を定義し，各チームの移動距離の総和が最小と
なるような最適なリーグ戦及び，最適かつ移動距離の最大値
が最小となるようなリーグ戦を作成した．実験では，2018年
度に兵庫県下で実施されたミニバス U12後期 Aリーグ戦（女
子）の実データを用いて，BLSU12 問題を求解し，実際に使用
されたリーグ戦と比較評価した．実験結果より，提案手法では
最適なリーグ戦が 4秒，最適かつ移動距離の最大値が最小とな
るようなリーグ戦が 173秒で作成可能であることが分かった．
今後の課題として，現場で利用可能なシステムの開発，U15

及び U18バスケットボールにおけるリーグ戦作成，その他の
スポーツ・スケジューリング問題への適用等が挙げられる．

参考文献
[1] M. Henz. Scheduling a major college basketball confer-

ence - revisited. Operations Research, 49:163–168, 2002.

[2] C. Ribeiro. Sports scheduling: Problems and applica-

tions. International Transactions in Operational Re-

search, 19:201–226, 2012.

[3] 宮代隆平 and 松井知己. スポーツスケジューリングーリ
ングー未解決問題を中心にー. オペレーションズリサーチ
, 50:119–124, 2005.

[4] 池辺淑子. スポーツのスケジューリン グ. オペレーション
ズリサーチ, 51:392–395, 2006.

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3J4-J-1-04



[3K3-J-2]

[3K3-J-2-01]

[3K3-J-2-02]

[3K3-J-2-03]

[3K3-J-2-04]

[3K3-J-2-05]

©The Japanese Society for Artificial Intelligence 

 JSAI2019 

General Session | General Session | [GS] J-2 Machine learning

Machine learning: analysis and validations of models
Chair:Masahiro Suzuki Reviewer:Satoshi Oyama
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room K (201A Medium meeting room)
 

 
Statistical Mechanical Formulation of Learning Dynamics of Two-
Layered Neural Networks with Batch Normalization 
〇Shiro Takagi1, Yuki Yoshida1, Masato Okada1 （1. Graduate School of Frontier Sciences,

The University of Tokyo） 

 1:50 PM -  2:10 PM   

On the trade-off between the number of nodes and the number of
trees in Random Forest 
〇So Kumano1, Tatsuya Akutsu1 （1. Kyoto University） 

 2:10 PM -  2:30 PM   

Do the AUC and log-loss evaluate CTR prediction models properly? 
〇Satoshi KATAGIRI1 （1. F@N Communications, Inc.） 

 2:30 PM -  2:50 PM   

Social reinforcement learning with shared global aspiration for
satisficing 
〇Noriaki Sonota1, Takumi Kamiya2, Tatsuji Takahashi1 （1. Tokyo Denki University, 2.

Graduate School of Tokyo Denki University） 

 2:50 PM -  3:10 PM   

On the mathematical approach to the ``photo-likeness" of images 
〇Yasuhiko Asao1, Ryotaro Sakamoto1 （1. Graduate School of Mathematical Science, the

University of Tokyo） 

 3:10 PM -  3:30 PM   



Batch Normalization

Statistical Mechanical Formulation of Learning Dynamics of Two-Layered Neural Networks with
Batch Normalization

Shiro Takagi Yuki Yoshida Masato Okada

Graduate School of Frontier Sciences, The University of Tokyo

Batch Normalization is known as a method to shorten training time, stabilize training and improve the perfor-
mance of neural networks. Despite its wide use, the impact of Batch Normalization on the learning dynamics of
neural networks is yet to be clarified. Though some recent studies tried to tackle this problem, few of them derived
the exact learning dynamics of neural networks with Batch Normalization. Because deriving the learning dynam-
ics is helpful for understanding what Batch Normalization is doing during training, we derived an exact learning
dynamics of two-layered neural networks with Batch Normalization by drawing on the previous work about a sta-
tistical mechanical method of neural network analysis. Specifically, for neural networks with Batch Normalization,
we derived differential equations of order parameters, which represent a macroscopic behavior of neural networks.

1.

Ioffe Szegedy Batch Normalization

[Ioffe 15]

Batch Normalization

Ioffe Szegedy

Batch Normalization

[Ioffe 15] Santurkar Batch

Normalization

[Santurkar

18] Bjorck Batch Normalization

[Bjorck 18]

Kohler Batch Normalization

[Kohler 18] Arora

Batch Normalization

[Arora 18]

Batch Normalization

90

Batch Normalization

[Schwarze 93,Seung

92, Saad 95, Biehl 95, Riegler 95]

Batch Normalization

Luo [Luo 18]

2. Batch Normalization

2.1

[Saad 95,Biehl 95]

1

1

N K

M O

ξ ∈ R
N 0 σ2

i.i.d.

[J1, . . . ,JK ]T ∈ R
K×N

[w1, . . . ,wK ]T ∈ R
O×K

[B1, . . . ,BM ]T ∈ R
M×N

[v1, . . . ,vM ]T ∈ R
O×M

Ji ∈ R
N iid∼ N (0, 1/N) Bn ∈ R

N iid∼
N (0, 1/N)

wi ∈ R
O vn ∈ R

O O

i, n

φ

1
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s ∈ R
O =

K∑
i

wiφ (Ji · ξ) , (1)

t ∈ R
O =

M∑
n

vnφ (Bn · ξ) , (2)

ε = 1
2
||t − s||2

Qij = Ji ·Jj

Rin = Ji·Bn Tnm = Bn·Bm Dij = wi·wj Ein = wi·vn

Fnm = vn · vm [Saad 95,Biehl 95,Yoshida 18]

N

[Saad 95,Biehl 95] ξ

εg

Saad Solla

Biehl Schwarze

Yoshida

[Saad 95,Biehl 95,Yoshida 18]

Batch

Normalization

2.2 Batch Normalization

Batch Normalization

b i.i.d.

b 2 ξu ξv

Qij

Batch Normalization

Batch Normalization xu
i = Jiξ

u

gi βi

β

0

b

b σxi =
√

1
b

∑b
u=1(x

u
i − μi)2

σxi ≈
√

b
b−1

〈x2
i 〉 ≈

√
JT
i 〈ξuξuT 〉Ji =

√
σ2||Ji||2 = σ

√
Qii

ξ 〈·〉 ξ

su =

K∑
i

wiφ

(
gi

σ
√
Qii

Jiξ
u

)
=

K∑
i

wiφ

(
gi

σ
√
Qii

xu
i

)
, (3)

gi

ΔJi=
η

Nb

b∑
u=1

[(tu−su)·wi]φ
′
(

gi

σ
√
Qii

xu
i

)
gi

σ
√
Qii

ξu, (4)

Δgi=
η

Nb

b∑
u=1

[(tu−su)·wi]φ
′
(

gi

σ
√
Qii

xu
i

)
Jiξ

u

σ
√
Qii

, (5)

1: Batch Normalization

N K =

2,M = 2 O = 1 ξ

s t

η
N

gi

σ
√

Qii

xi = x̂i

gi

ΔQij

=
η

bN

b∑
u=1

[
M∑
p=1

Eipφ
′(x̂u

i )x̂
u
j φ(y

u
p )−

K∑
p=1

Dipφ
′(x̂u

i )x̂
u
j φ(x̂

u
p)

+
M∑
p=1

Ejpφ
′(x̂u

j )x̂
u
i φ(y

u
p )−

K∑
p=1

Djpφ
′(x̂u

j )x̂
u
i φ(x̂

u
p)

]

+
η2

b2N2

b,b∑
u,v

ξuξv

[
K,K∑
p,q

DipDjqφ
′(x̂u

i )φ
′(x̂v

j )φ(x̂
u
p)φ(x̂

v
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+
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′(x̂u
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′(x̂v

j )φ(y
u
p )φ(y

v
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DipEjqφ
′(x̂u

i )φ
′(x̂v
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u
p)φ(y

v
q )

−
M,K∑
p,q

EipDjqφ
′(x̂u

i )φ
′(x̂v

j )φ(y
u
p )φ(x̂

v
q)

]
, (6)

ΔRin

=
η

bN
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[
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p=1

Eipφ
′(x̂u

i )y
u
nφ(y

u
p )−
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p=1

Dipφ
′(x̂u

i)y
u
nφ(x̂

u
p)

]
,

(7)

Δgi

=
η

bNgi

b∑
u=1

[
M∑
p=1

Eipφ
′(x̂u

i )x̂
u
i φ(y

u
p )−

K∑
p=1

Dipφ
′(x̂u

i )x̂
u
i φ(x̂

u
p)

]
,

(8)

εg =
1

2

[
M,M∑
p,q

Fpqφ(y
u
p )φ(y

u
q ) +

K,K∑
p,q

Dpqφ(x̂
u
p)φ(x̂

u
q )

−2

K,M∑
p,q

Epqφ(x̂
u
p)φ(y

u
q )

]
, (9)

yu
n = Bnξ

u ξ
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[Saad 95,Biehl 95,Yoshida 18] φ(x) = erf(x/
√
2)

gi
∗1

N
dQij

dt
=

2η

π
[Q1−Q2]

+
4η2gigj

bπ2
√

ΛQiiQjj

[Q3+Q4−Q5−Q6] , (24)

N
dRin

dt
=

2η

π
[R] , (25)

N
dgi
dt

=
2η

πgi
[G] . (26)

dt (l, k) = (i, j, n, p, q)

Q′
lk = σ2glgk

σxl
σxk

Qlk, R
′
lk = σ2gl

σxl
Rlk, T

′
lk = σ2Tlk

∗1

Q1=

M∑
p=1
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⎢⎢⎣

Eip
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R′

jp(1+Q′
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ijR
′
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(1+Q′
ii
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ii
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′
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⎤
⎥⎥⎦

(10)

Q2=
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⎢⎢⎣
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ijQ
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√
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jiQ
′
jp

)

(1 + Q′
jj

)

√
(1+Q′

jj
)(1+Q′

pp)−Q′2
jp

⎤
⎥⎥⎦
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⎠
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⎞
⎠

(13)
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⎠
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⎠
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pp)−R′2
ip

−
K∑
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⎢⎣
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(a) (b)

(c) Qij (d) Qij

(e) Rin (f) Rin

(g) gi (h) gi
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20000
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On the trade-off between the number of nodes and the number of trees in Random Forest

∗1
So Kumano

∗2
Tatsuya Akutsu

∗1
Grafuate School of Informatics, Kyoto University

∗2
Institute for Chemical Research, Kyoto University

Expressibility of machine learning models has been extensively studied. For example, in a Neural Network, it is
proved that the efficiency concerning the number of nodes is generated from the depth. On the other hand, it is
not clear whether the efficiency exists in Random Forest. Therefore, in this research, we investigate whether the
efficiency exists in Random Forest. We first show that Random Forest does not have the same kind of efficiency as
Neural Network, and next we show that the efficiency concerning the number of nodes can be generated from the
number of trees.
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(

)

2

universal aproximation

theorem

2 (SNN)

(DNN) SNN

DNN

depth efficiency

depth efficiency
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c H

H(x) =

{
1 (x ≥ 0)

0 (x < 0)

}
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O(n) NN

Proof. NN DT

1 0
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)
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=
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CTR AUC log-loss ?
Do the AUC and log-loss evaluate CTR prediction models properly?

∗1
Satoshi Katagiri

∗1
F@N Communications, Inc.

Click-through rate (CTR) prediction is one of the most important task for web advertising platform companies.
However, CTR prediction is a non-standard machine learning task, so conventional metrics, for example, area
under the Receiver Operating Characteristic curve (AUC), and log-loss, a.k.a. cross-entropy, and so on, can be
improper. Our target is develop a new metrices for CTR prediction. In this article, we state the drawbacks of such
conventional metrics and perspective of a metric based on the calibration plot approach.
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Social reinforcement learning with shared global aspiration for satisficing

∗1
Noriaki Sonota

∗2
Takumi Kamiya

∗1
Tatsuji Takahashi

∗1
School of Science and Engineering, Tokyo Denki University Graduate School of Tokyo Denki University

When humans learn, it is not just by individual trial-and-error, but the learning is accelerated by sharing
information with others. There are social learning strategies such as imitating others actions and emulating
the high achievement of someone. As a model of social learning, sharing of state- and/or action-values are often
implemented in reinforcement learning algorithms. However, sharing information of such huge amount is not
realistic for a model of social learning of humans or animals. We propose an algorithm in which a mere record
(achieved accumulated reward per episode) leads to efficient social learning. The algorithm is based on the model
of satisficing integrated with different risk attitudes around the reference (aspiration level), and the conversion of
the global aspiration onto each state.
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“ ”

On a mathematical approach to “photo-likeness” of images

∗1
Yasuhiko Asao

∗1
Ryotaro Sakamoto

∗1
Graduate School of Mathematical Science, the University of Tokyo

In image recognition, it is significant to determine the boundary between meaningful and non-meaning images.
In this paper, we show a mathematical approach to this problem by defining a “quasi-photographic” image. In
order to formulate the question ‘What is photograph likeliness ? ’ mathematically, we introduce a function ‘depth’
that takes real values for images and analyze its asymptotic behavior. We also examine that an actual photograph
is indeed a quasi-photograph. The idea of depth comes from the rank of the 0th persistent homology of a cubical
complex and it can be expected that more precise classification of images can be obtained by analyzing the higher
rank in the future. We also believe that it can be applied to deep learning, which is being actively utilized recently
in image recognition, to selection of learning data. We would like to propose one approach of applicating pure
mathematics in image recognition.
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“ ”
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1

: : asao@ms.u-tokyo.ac.jp ,
: sakamoto@ms.u-tokyo.ac.jp
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Consideration on Generation of Saliency Maps in Each Action
of Deep Reinforcement Learning Agent

∗1
Kazuki Nagamine

∗2
Satoshi Endo

∗2
Koji Yamada

∗2
Naruaki Toma

∗2
Yuhei Akamine

∗1
Information Engineering Course, Graduate School of Engineering and Science, University of the Ryukyus

∗2
Faculty of Engineering, School of Engineering Computer Science and Intelligent Systems, University of the Ryukyus

In recent years, deep reinforcement learning agents have surprisingly developed and achieved great results. the
methods of analyzing the behaviour of agents by visualizing neural networks have been proposed. However, the
methods to obtain saliency maps for each action has not been much researched. In this paper, we propose the
method of generating saliency maps for each action of the agents in order to obtain deeper insight when analyzing
a neural network in a deep reinforcement learning agent by visualization. We applied the proposed method to the
agent which learned Atari 2600 Pong. As a result of the experiment, we obtained saliency maps which visualizes
the influence of environment on each action of the agents.

1.

[Selvaraju 17]

Atari 2600 Pong

2.

Greydanus

[Greydanus 17]

Asynchronous Advantage Actor-Critic (A3C)

Atari 2600

: 903-0213

1 k188583@ie.u-ryukyu.ac.jp

Greydanus
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[Selvaraju 17] Selvaraju, R. R., Cogswell, M., Das, A.,

Vedantam, R., Parikh, D., and Batra, D.: Grad-

CAM: Visual Explanations from Deep Networks via

Gradient-based Localization, in Proc. of ICCV-17, pp.

618626 (2017)

[Greydanus 17] Greydanus, S., Koul, A., Dodge, J., and

Fern, A. Visualizing and Understanding Atari Agents.

arXiv preprint arXiv:1711.00138 (2017)
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Dynamic Reward Clustering

∗1
Ryota Higa

∗2
Junya Kato

∗1NEC
NEC Data Science Research Laboratories

∗2NEC AI
NEC AI Analytics Business Development Division

Real-world time series data have various patterns by the human operation. Our aim is extraction of the valuable
information from the time series data with action. And we need to interpret people’s policy from time series data.
We propose a interpretable method for clustering the dynamic rewards from the time series data. Combining
Wavelet transformation preprocessing and simple clustering methods to the human motion data and inverted
pendulum simulation, our approach was successful in clustering different rewards and the interpretability of feature
while maintaining the time series information.

1. Introduction

(descriptive)

[Bazerman 06]

[Lesort 18]

[Osa 18, Baram 17, Sasaki 18]

: NEC

1753 email:r-higa@ct.jp.nec.com

2. Dynamic Reward Clustering

r

[Sutton 18]

2.1 Background
s(t)

t i si(t)

s(t)

r(s(t), a(t)) π(a(t)|s(t))

a(t)

2.2 Assumption

2.3 Scale-Reward Relationship
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Wavelet (WT) [Haar 10]

a

t s(t) i

ωi(a, b) :=

∫
ψ(a, b)si(t)dt (1)

a b

ψ(a, b) Scalogram

C :=
[
cT1 cT2 · · · cTI

]
(2)

ci(a, b) := |ωi(a, b)|2 , (3)

ci :=

⎡
⎢⎢⎣
ci(a1, b1) · · · ci(a1, bM )

...
. . .

...

ci(aN , b1) · · · ci(aN , bM )

⎤
⎥⎥⎦ (4)

(FT)

WT

FT

(STFT) ΔωΔt ≥ 1/2

WT a

2.4 Dimension Reduction

PCA/SVD

[F.R.S. 01, Golub 13] (SVD)

C = UΛV T (5)

b a

d Λ d

Vd Scalogram

C̃d = CVd (6)

a

1

2.5 Dynamic Clustering on Scale Space

k-means++ Scalogram

[Arthur 07]

J :=

bM∑
n=1

K∑
k=1

δn,k |cn − μk|2 (7)

δi,j
, i = j 1 0

k-means++

BIC

a1

a2
Time Series 

r1

r2

1:

r1 r2

r1

2.6 Dynamic Reward
s(t)

k-means++

t = b μk

r(s(t), a(t)) := f(μk(s(t))) (8)

f(μk(s(t))) C̃

r1 r2

Markov

2.7 Cluster and Ring

1 r1 r2
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2.8 Joint to Dynamics model
(ODE)

[Heinonen 18, Chen 18]

3. Experiment

Cart Pole MoCap
∗1

[Sukhbaatar 17]

0 1

k-means++ k Cart Pole

MoCap

PCA 0.95

1. Cart Pole :t = 2000

Q-learning Cart Pole 5

400

Position Velocity Angle Angular Velocity

2. MoCap

4 120 /

MoCap beaks

wings tail feathers claps 4

(chicken dance: t = 1536) walk run jump

kick jump(left) jump(right) wave hands 7

(walks: t = 8402) 2

chicken dance walks

0.700 0.860

t Cart Pole

1

0.607 2

2

0.789 Cart Pole 2

3

2 k-means++

∗1 http://mocap.cs.cmu.edu/

2: Cart Pole

Position Scalogram Velocity

Scalogram Angle Scalogram Angular

Velocity Scalogram k-means++

4. Discussion

2

3

Pole

Pole Position

3
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3: Cart Pole 2

k-means++

2

PCA 2

Cart Pole chicken dance walks

0.745 0.739 0.629

2

5. Conclusions

” ”

” ” DNN HMM

[Lesort 18]

HR Tech
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ing, Vol. 70 of Proceedings of Machine Learning Research,
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[Bazerman 06] Bazerman, M.: Judgment in managerial de-

cision making, J. Wiley (2006)

[Chen 18] Chen, T. Q., Rubanova, Y., Bettencourt, J., and
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tive on Imitation Learning, Foundations and Trends in

Robotics, Vol. 7, No. 1-2, pp. 1–179 (2018)
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[Sukhbaatar 17] Sukhbaatar, S., Kostrikov, I., Szlam, A.,
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A Dialogue System Implemented with Latent Parameters

∗1
Edward Li

∗2
Chie Hieida

∗2∗3
Takayuki Nagai

∗1
Seiko Gakuin High School

∗2
The University of Electro-Communications

∗3
Osaka University

When given a conversation, traditional dialogue systems mainly focus on the context that can be observed on the
surface of sentences; concretely, they process and determine the output based on the grammar, visible keywords and
structure of the sentence. However, the content we convey to others is affected by a multitude of latent parameters,
such as emotional state, personal knowledge and personality. Therefore, we have attempted to validate the integrity
of a dialogue system which takes these latent parameters into measure, and have sucessfully developed a dialogue
system which utilizes latent parameters as input.

1.

LSTM

Long short-term memory network [Hochreiter97]

Sequence to Sequence

[Sutskever14]

[Csaky17] Sequence to Sequence

1

2017 Alexa Prize Competition

MILABOT

[Serban17]

2.

2.1

:

100 liweida9@gmail.com

how are you <eos>

i am fine <eos>

1: Seq2Seq [Csaky17]

4

•

•

•

•

1
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•

•

•

•

•

5

3.

2

GloVe[Pennington14]

LSTM LSTM VAE NN GloVe

t0

t0 t1

2:

3.1
GloVe

GloVe

Stanford NLP Group

“Wikipedia 2014 + Gigaword 5” 200 300

3

3.2

LSTM VAE

3.3

LSTM

3.4
Rapid Automatic

Keyword Extraction algorithm [Rose10]

2
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GloVe

3

3.5

3.6
4

GloVe

LSTM

VAE

3.7
2

LSTM VAE

3.8

3.9

Optimizer

1

4.

4.1 LSTM
LSTM

GloVe

200

1

4.2 LSTM VAE
LSTM VAE VAE

LSTM

VAE

LSTM VAE

5.

5.1

5.2
2 2 3

2

1

2 3

2 3 4

4

5

2 1

5 “Know you not

reading?”

6.

Conversation-turns

Per Session(CPS) [Zhou18]

• ?

LSTM VAE

• ?
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1:
Module name(Model type) Loss Loss function Optimizer Dimentions

(LSTM VAE) 1.26x10−2 KL Loss RMSProp 300 200

(LSTM) 1.03x10−2 sparce categorical crossentropy AdamOptimizer 200 1

(LSTM VAE) 8.7x10−3 KL Loss RMSProp 200 60

(LSTM VAE) 4.6x10−3 KL Loss RMSProp 300 200

(NN) 1.5918x10−9 mean squared error Adam 60 200

2: : 1
Timestep Human Dialogue System

1 Hi, how are you today? Doing great, you?

2 I’m doing great. That’s nice. What do you do for work?

3 I code. How about you? Just office work, but it is a lot.

4 Oh, ok. Do you enjoy your work? Yeah, it’s quite rewarding.

5 Yeah, it does pay the bills. When I’m not working, I play basketball. What do you do for fun?

6 I hike at the park. That sounds relaxing!

7 It keeps my mind off things. Do you travel? Not much.

3: :
Timestep Human Dialogue System

1 Hi! How are you? Hi good and you?

2 Great! Just ran outside. What do you do for a living?

3 I am a student. How about you? I play basketball.

4 Nice! Do you love books? I read all the time. How about you?

5 I always liked movies more than books. Know you not like reading?

6 I do, but prefer the movies. Ok, that makes sense.

•

[Hochreiter97] S.Hochreiter, and J.Schmidhuber, “Long

Short-term Memory,” Neural Computation 9(8):1735-

80 (1997)

[Sutskever14] I.Sutskever, O.Vinyals, and Q.V.Le, “Se-

quence to Sequence Learning with Neural Networks,”

NIPS 2014 (2014)

[Csaky17] R.Csaky, “Deep Learning Based Chatbot Mod-

els,” Technical Report (2017)

[Serban17] I.Serban, C.Sankar, M.Germain, S.Zhang,

Z.Lin, S.Subramanian, T.Kim, M.Pieper, A.Chandar,

N.Ke, S.Mudumba, A.Brebisson, J.Sotelo, D.Suhubdy,

V.Michalski, A.Nguyen, J.Pineau, and Y.Bengio, “A

Deep Reinforcement Learning Chatbot,” CoRR2017

(2017)

[Pennington14] J.Pennington, R.Socher, C.D.Manning,

“Glove: Global Vectors for Word Representation,”

<https://nlp.stanford.edu/projects/glove/>,

(2014)

[Rose10] S.Rose, D.Engel, N.Cramer, and W.Cowley, “Au-

tomatic Keyword Extraction from Individual Docu-

ments,” Text Mining: Applications and Theory (2010)

[Zhou18] L.Zhou, J.Gao, D.Li, and H.Shum, “The Design

and Implementation of XiaoIce, an Empathetic Social

Chatbot,” arXiv:1812.08989 (2018)
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Comfortable Driving by Deep Inverse Reinforcement Learning

∗1
Daiko Kishikawa

∗1
Sachiyo Arai

∗1
Department of Urban Environment Systems, Graduate School of Science and Engineering, Chiba University

For the realization of automatic driving, not only safety but also comfortability of passengers is required for its
application to the real society. We define it as comfortable driving. Comfortable driving is hard to define because
the expectation for comfortability varies according to the designer of system. Therefore comfortable driving is
difficult to code a rule-based algorithm manually. Reinforcement learning, which learns an optimal policy from
trial-and-error by the agent, is an effective method to solve this problem. However it requires a reward function for
the appropriate evaluation of action taken by the agent. In this paper we propose an approach to obtain comfortable
driving by training with the reward function estimated from trajectories of comfortable driving, using deep inverse
reinforcement learning. Experimentally we used low lateral acceleration as the condition of comfortable driving,
and we were able to estimate a reward function with satisfying it.

1.

2.

Deep Deterministic Policy

Gradient (DDPG) [Lillicrap 15]

TORCS (The Open Racing Car Simulator) [Wymann 00]

TORCS 1

600m

1:

:

1-33

sachiyo@faculty.chiba-u.jp

3.

3.1 MDP
s ∈ S V (s) s a ∈ A

�(s, a) s′

p (s′|s, a) γ (0 < γ ≤ 1)

(MDP) (1)

(1) min

V (s) = min
a

{
� (s, a) +

∑
s′

p
(
s′|s, a) γV (

s′
)}

(1)

MDP (LMDP) Todorov[Todorov 07]

MDP LMDP MDP a

u ∈ R
|S| s

u us = u(s′|s) LMDP (2)

(3)

p
(
s′|s,us

)
= p̄

(
s′|s) exp (us) (2)

� (s,us) = q (s) +DKL

(
p
(
s′|s,us

) ∣∣∣
∣∣∣p̄ (s′|s)

)
(3)

p̄ (s′|s) us s s′

q(s) DKL( || )

(1)

(4)

exp (−V (s)) = exp

{
−q (s)

}∑

s′
p̄
(
s
′|s) exp

{
−γV (s

′
)

}
(4)

p∗ (s′|s) (5)

p∗
(
s′|s) =

p̄ (s′|s) exp{−γV (s′)}∑
s′ p̄ (s

′|s) exp {−γV (s′)} (5)
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2: LogReg-IRL

3.2 LogReg-IRL
Logistic Regression-Based IRL (LogReg-IRL) [Uchibe 17]
LMDP (4)
(5) (6) (7)

N̄
N∗

log
p∗ (s)

p̄ (s)
= f(s) + log

N̄

N∗ (6)

log
p∗ (

s, s′
)

p̄ (s, s′)
= f(s) − q(s) − γV (s

′
) + V (s) + log

N̄

N∗ (7)

LogReg-IRL [Cox 58]

LogReg[Bickel 07]

f(s) q(s) V (s)

4.

LogReg-IRL

LogReg-IRL

(s, s′) q(s)

V (s) LogReg-IRL

2

DDPG

3 (8)

LogReg-IRL

[Uchibe 17]

r(s) = q(s) + γV (s′)− V (s) (8)

5.

5.1
TORCS 79

1

31

steering 1

0.3G

X

3:

1: TORCS

angle [−π,+π] [rad]

gear −1, 0, 1, 2, 3, 4, 5, 6 -

rpm [0,+∞) [rpm]

speedX [−∞,+∞] [km/h] X

speedY [−∞,+∞] [km/h] Y
speedZ [−∞,+∞] [km/h] Z

track1-19 [0, 200] [m]

4)

trackPos [−1 + 1] -

wheelSpinVel [0,+∞] [rad/s]

z [−∞,+∞] [m]

Y

0.3G

[ 99]

5.2
[ 18] DDPG

10 ±0.01

±0.2 100

5 6

0.3G

4: track (19 )
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0 100 200 300 400 500 600

distRaced [m]

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

Y
 a

c
c
e
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ra
ti

o
n
 [

G
]

p

5:

0 100 200 300 400 500 600

distRaced [m]

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

Y
 a

c
c
e
le

ra
ti

o
n
 [

G
]

6:

5.3

LogReg-IRL f(s), q(s), V (s)

LogReg-IRL DDPG

7

0.3G

0.01G

6.

6.1 LogReg-IRL
LogReg-IRL

f(s)

0 100 200 300 400 500 600

distRaced [m]

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

Y
 a

c
c
e
le

ra
ti

o
n
 [

G
]

7:

2:

80131 444 80575
52474 141963 194437

132605 142407 275012

3:

80.76%

60.43%

99.45%

73.01%

F 75.18%

27.00%

0.55%

5.2 LogReg-IRL

f(s)

2

• (Accuracy) Pac · · ·

• (Recall) Pre · · ·

• (Precision) Ppr · · ·

• (Specificity) Psp · · ·

• F (F-score) f · · ·
• Pb̄ · · ·

• Pπ̄ · · ·

F

2

3

6.2 q(s)
(8) q(s)

s q(s)

∂q(s)/∂s

8

Z speedZ

track10

3
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speedZ

Z

10

track9 track11 19

S

600m

7.

0.3G

q(s)

LogReg-IRL

[Lillicrap 15] Lillicrap, T. P., et al. (2015) ”Continuous con-

trol with deep reinforcement learning.” arXiv preprint

arXiv:1509.02971.

[Wymann 00] Wymann, B., Espie, E., Guionneau, C.,

Dimitrakakis, C., Coulom, R., and Sumner, A.

(2000) ”TORCS, the open racing car simulator.”

http://torcs.sourceforge.net

[ 99] , , . (1999) ”

.” , p.54.

[Todorov 07] Todorov, E. (2007) ”Linearly-solvable

Markov decision problems.” Advances in neural

information processing systems.

[Uchibe 17] Uchibe, E. (2017) ”Model-Free Deep Inverse

Reinforcement Learning by Logistic Regression.” Neu-

ral Processing Letters.

[Cox 58] Cox, D. R. (1958) ”The Regression Analysis of Bi-

nary Sequences.” Journal of the Royal Statistical So-

ciety. Series B (Methodological), 215-242.

[Bickel 07] Bickel, S., Brückner, M., Scheffer, T. (2007)

”Discriminative Learning for Differing Training and

8: s q(s)

Test Distributions.” In Proceedings of the 24th inter-

national conference on Machine learning (pp. 81-88).

ACM.

[ 18] , , . (2018) ”

.” 2018

.
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– –
Linear function approximation of Cognitive Satisficing Function

– To Cope with Contextual-bandit Problem –

∗1∗2
Kono, Yu

∗1
School of Science and Engineering, Tokyo Denki University

∗2
DeNA, Co., Ltd.

Both recommendation and foraging behavior of animals are aiming to maximizing rewards through trial and error.
By contrast, Maximizing reward is difficult in a complex actual world that is extremely complicated. So, The
decision-making agents is considered to give priority to whether or not to achieve a specific purpose. In addition,
they aim to achieve the desire level with as little information as possible. The decision-making tendency where is
owned intelligent lives is called “satisficing”. The RS algorithm to make choices for “satisficing” was focused in
this paper, further LinRS adapted to linear approximation function was devised so that the scope of the problem
is expanded to be more widely applicable. In consequence, RS became enabled to cope with the contextual-bandit
problem where has application examples such as advertisement delivery. Moreover LinRS compared with familiar
existing selection algorithms in simulation. The linear function approximation of LinRS realized in this study is
the first step to apply a fast and efficient search algorithm by using RS that emphasizes achievement of purpose to
deep reinforcement learning.

1.

[Sutton 98]

“

”×“

”

[Mnih 15]

“ ”

[ 16]

:

yu.kono.02@gmail.com

(Risk-sensitive Satisficing Value Function: RS)

(RS )[ 16]

RS

RS

LinRS (Linear RS)

LinRS

2.

( )

,

{p1, p2, . . . , pk} {a1, a2, . . . , ak}

1 0

( ) ( )

.

(

)

“ ”

{a1, a2, . . . , ak}

( s)

d xs,a

1
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( )

regret

regret

Upper Confidence Bound (UCB)

Thompson Sampling (TS) [Agrawal 12] regret

LinUCB[Li 10]

LinTS[Agrawal 13]

3. RS

(Risk-sensitive Satisficing Value Function: RS)

[ 16]

eRS
a = naδa = na(ea − ℵ) (1)

na a ,

ea a ( )

s As eRS
a

a RS

( RS RS

) RS (maxa ea < ℵ)
na

(maxa ea > ℵ)
na

3.1
ℵ pfirst

psecond
ℵ

ℵopt ℵopt RS RS-OPT

ℵopt =
pfirst + psecond

2
(2)

ℵopt

ℵ0

4

ℵ = ℵ+ α(ea − ℵ) (3)

pfirst < ℵ < psecond (4)

3 ℵ aselect = afirst

psecond 4

3 4

[ 18]

TS regret

[ 18]

ℵ = ∞
ℵ > maxa E ℵ

softmax

4. LinRS

RS

UCB TS LinUCB

LinTS Liner RS (LinRS)

4.1
LinRS a d× d

Aa d ba ma

xs,a step

rs,a step a

0 or 1 us,a step

a

1

Aa = I +

t∑
s=1

xs,ax
T
s,a (5)

ba =

t∑
s=1

xs,ars,a (6)

ma =

t∑
s=1

xs,aus,a, us,a =

{
1 (a = aselect)

0 (otherwise)
(7)

ba ma 0

Aa I

4.2
ba Aa xs,a

θ̂Ta xs,a

ma Aa φ̂T
a xs,a

ℵs

1

RS fRS
a ( 10)

θ̂a =
( t∑
s=1

xs,ax
T
s,a

)−1
t∑

s=1

rs,axs,a

= A−1
a ba (8)

φ̂a =
( t∑
s=1

xs,ax
T
s,a

)−1
t∑

s=1

ns,axs,a

= A−1
a ma (9)

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3K4-J-2-05



fRS
a = φ̂T

a xs,a(θ̂
T
a xs,a − ℵs) (10)

LinRS step fRS
a

a

aselect = arg max
a

φ̂a(f
RS
a ) (11)

4.3 3
LinRS RS ℵopt

step

3 2

4.3.1

ℵs step

4.3.2

3

step

ℵ̂s ← (1− α)ℵs + αmax
a

(θ̂a
T
xs,a) (12)

LinRS Adaptive LinRS

(AdaptiveLinRS)

4.3.3

( 12)

xs,a

Aa ba C

d ℵs

α 12

3 3 α

(1 step )

C ← (1− α)C + αxs,ax
T
s,a (13)

d ← (1− α)d+ αmax
a

θ̂a (14)

ℵ̂s = (C−1d)Txs,a (15)

LinRS Adaptive State

LinRS ( StateLinRS)

5.

github

python

[contextual bandit original source] step

16 16

, step

10,000 steps 1,000

regret

step

5.1
step x step 0, 1

η μ = 0

σ = 0.01

η = σ × I (16)

ps,s η

x step 0 0.1

N (0, 0.1) ε

ps,a = sigmoid(xT
s,aη + ε) (17)

5.2 regret
regret ( 18)

Regret step

regret

regret =

t∑
s=1

(max ps,a − ps,aselect) (18)

5.3
LinRS

LinUCB LinTS

LinRS 3 ℵ

ε-greedy

ε 1− ε

(greedy )

ε = 0.1

LinUCB

UCB

α

α = 0.1

LinTS

TS

TS beta

LinRS LinUCB Aa

ba
Aa σ2

σ = 0.1

LinRS ( )

ℵ = {0.8, 1.0, 1.2, 1.6, 2.0}

1.0 RS

ℵ > maxa θ̂a ℵ

AdaptiveLinRS

α = 0.1

StateLinRS

α = 0.1
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6.

RS

step

ℵ

regret

[Sutton 98] Sutton, R. and Barto, A.: Reinforcement

Learning: an Introduction, MIT Press (1998).

[Mnih 15] Mnih, V., Kavukcuoglu, K., Silver, D., Hass-

abis, D., et al.: Human-level control through deep rein-

forcement learning, Nature, 518(7540), 529-533 (2015).

[Wang 05] S. Gelly, Y. Wang., R. Munos. and O. Teytaud.:

Modification of UCT with Patterns in Monte-Carlo

Go, INRIA Technical Report, 6062 (2005).

[Agrawal 12] Agrawal, S., Navin Goyal, N.: Analysis of
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lem, Proceedings of the 25th Annual Conference on

Learning Theory (COLT) (2012).
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AI30-M 1–11. (2016)

[ 13] , ,

, Proceedings of 30 th Japanese

Congnitive Science Society (JCSS), 74–79. (2013)
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anteed satisficing and finite regret: Analysis of a cogni-

tive satisficing value function, arXiv:1812.05795 (2018;
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, 2018 32

(2018).

[ 16] , ,

, (2016).

[Li 10] Li, L., Chu, W., John Langford, J., Schapire, R. E.:

A contextual-bandit approach to personalized news ar-

ticle recommendation, Proceedings of the 19th interna-

tional conference on World wide web (WWW), 661–

670 (2010).

[Agrawal 13] Agrawal, S., Goyal, N.: Thompson sampling

for contextual bandits with linear payoffs, Proceed-

ings of the 30th International Conference on Machine
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Multilingual Imputation Using Transfer Learning for Estimating
Emotion from Speech 
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Institute for Information Science, Nagoya Institute of Technology） 
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Development of Open-source Multi-modal Interaction Platform for
Social Experiment of Conversational User Interface 
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Multilingual Imputation Using Transfer Learning for Estimating Emotion from Speech

∗1
Koichi Sakaguchi

∗1∗2
Shohei Kato

∗1
Dept. of Computer Science and Engineering, Graduate School of Engineering, Nagoya Institute of Technology

∗2
Frontier Research Institute for Information Science, Nagoya Institute of Technology

Recently, vocal communication robots attract people thanks to development of AI and robot engineering. The
technology of estimating emotion from speech is important to realize a smooth dialog between human and robots.
This technology needs a large number of emotional speech data, but it is difficult to collect such data a lot. We
investigated the effectiveness of multilingual imputation by transfer learning using 1D convolutional bidirectional
LSTM. In this paper, we report the result. The result is suggested that increasing the number of languages of
emotional speech learned may exceed the performance of the model learned insufficient emotional speech in single
language.

1.

AI

Support Vector Machine SVM

[ 08]

[Dario 16] [George 16]

Ekman[Ekman 75]

2.

2.1
1

Long Short Term Memory LSTM

: 466-8555

sakaguchi@katolab.nitech.ac.jp

STFT 2

STFT 882

441 200

N×200 N

5kHz (22.05kHz)

5kHz N=101

N=442 z-score

1 1

LSTM

5

2.2 1 LSTM

1 LSTM

1 LSTM 1

LSTM 3 1 1

LSTM

LSTM

LSTM

1

categorical crossentropy

Nesterov accelerated gradient(NAG)[Nesterov 83]

0.01 epoch 1e−6

momentum 0.9

2.3

2

1 LSTM

( ) ( ) ( )

8:2

2

1
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:ReLu

2 1
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2 :softmax

l1l2 :(0.01,0.01)
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44.1kHz

3.1

(OGVC)[ 13]
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F F
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5.3

2

1
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6.
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5 3

5
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[Dario 16] Dario Bertero et al, Real-Time Speech Emotion

and Sen-timent Recognition for Interactive Dialogue

Systems Proceedings of the 2016 Conference on Em-

pirical Meth-Ods in Natural Language Processing ,

pp. 1042-1047

[George 16] George Trigeorgis et al, Adieu features? end-

to-end speech emotion recognition using a deep convo-

lutional recurrent network in Proceedings of IEEE In-

ternational Conference on Acoustics, Speech and Sig-

nal Processing (ICASSP). IEEE, 2016, pp. 5200-5204.

[Ekman 75] Ekman, P. and Friesen, W. V.” Unmasking the

Face,Prentice-Hall” ,1975

[Nesterov 83] Nesterov, Y. (1983). A method for uncon-

strained convex minimization problem with the rate

of convergence o(1/k2). Doklady ANSSSR (translated

as Soviet.Math.Docl.), vol. 269, pp. 543-547.

[RAVEDESS 18] Livingstone SR, Russo FA (2018) The

Ryerson Audio-Visual Database of Emotional Speech

and Song (RAVDESS): A dynamic, multimodal

set of facial and vocal expressions in North

American English. PLoS ONE 13(5): e0196391.

https://doi.org/10.1371/journal.pone.0196391.

[ 08] ,”
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MUS ,pp.133-138,2008

[ 13] , ,

” 2013

, 1-P-46a, pp. 385-388, 2013.
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MMI  

Development of Open-source Multi-modal Interaction Platform 
for Social Experiment of Conversational User Interface 

 
Akinobu Lee 

 
Nagoya Institute of Technology, Japan 

A development of a multi-modal interaction platform for Social experiment of conversational user interface is proposed. In 
order to go over the simple spoken language interaction systems such as voice assistants, it is necessary to elucidate various 
factors of rich interactions quantitatively via thousands of wide variety of actual interaction data from users. The proposed 
system is based on a voice interaction building toolkit MMDAgent, adding some features to promote a testbed for social 
experiment and data collection of speech interaction system on cloud environment.  It includes facilities for system distribution 
and management, collection of interaction log and speech data, and easy connection with cloud-based chat system. The beta 
version of the software is available, and it will be released as open-source software to promote wider use for various speech-
based conversational user interface.  

1.  

Web 

 

CG

 

UI

  

MMDAgent 
MMDAgent

Android, 
iOS OS Win/Mac/Linux

 MMDAgent 
 

2. MMDAgent 
MMDAgent

MMDAgent 
[1]

BSD
2010 1.0 2016

1.7 14
[2]  

MMDAgent

MMDAgent
Web

2018 12
1.8

JST CREST uDialogue  (2011—2017) 
uDialogue MMDAgent 

[3]  
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MMDAgent Julius Open JTalk
, Flite+HTS Engine

3D

MikuMikuDance
3D

FST  

3.  

UI

 MMDAgent
[4]

OS

1  

3.1  
URL

Web URL
3D

URL
URL  “mmdagent://…” 

 

 

3.2  

MMDAgent 

FST

ID
 

Apache Kafka 
Web

2  2011
LinkedIn  Twitter 

Web

POST Web

 

3.3  
Apache Kafka consumer

Kafka

 

3.4  

IFTTT

GitHub

 

4.  

Pocket MMDAgent [5]
Android, iOS OS

 

5.  
80%

UI Unity

 

 

 
[1] A. Lee, K. Oura, K. Tokuda: MMDAgent - A fully open-

source toolkit for voice interaction systems, IEEE ICASSP, pp. 
8382-8385, 2013. 

[2] http://www.mmdagent.jp/ 
[3] http://www.udialogue.org/ja/encyclopedia-ja 
[4] :

MMDAgent
2-2-8 2019. 

[5] Pocket MMDAgent (beta): https://mmdagent.lee-lab.org/ 
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Prediction of Favorability Rating on Beer-Can Package Designs Using
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Circle SSD FPGA  
Measurement of growing situation of agricultural crops on FPGA-mounted drone using Circle SSD 

     *1 
Takuma Yoshimura 

*1  
poco-apoco Networks Co. Ltd. 

In this paper, we report the optimization method for the case of introducing SSD which is one of the object detection models 
to the drones for the purpose of measuring the growth situation of agricultural crops as viewed from a bird's eye viewpoint. We 
have adopted a “Separable Convolution” and introduced “Circle SSD” which uses circular shape as a detection frame as an 
optimization method. As a result of the optimization, the F-measure 0.67 was realized with 14770 convolution params, and the 
object detection could be realized with limited calculation resources on the drone.

1.  

FPGA(Field-Programmable Gate Array)
1 SSD(Single Shot MultiBox Detector)[Liu 16]

 

[Nonami 18]

 
SSD

1
( CNN)  CNN

CPU GPU  
CPU GPU

FPGA SSD
FPGA

1
2  

2.  
2018 5 9

2187

2  

3. SSD  

SSD
 

3.1 SSD  
SSD Extractor Coder Suppressor 3

( 3) Extractor
Coder Extractor

( )
Suppressor Coder

 

   
550-0012 2-1-9 6  

 1   3  SSD  

 DIGILENT  Zybo Zynq-7020 USB 5V  
88mm 122mm BRAM  630KB 

2  
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3.2 FPGA  
CPU GPU CNN FPGA

( )
CNN

CNN MobileNet SSD300(
6.8 106)[Howard 17]

1.5 104  Extractor
8 ( 1) CNN

3 64 1
( 32 642 = 36864)  

 

(COCO dataset[Lin 14])
1

  
1  

Model Parameters Dataset Classes 
deeplab-VGG 3.3 107 COCO 80 
Inception V2 1.4 107 COCO 80 
MobileNet 6.8 106 COCO 80 

Ours 1.5 104 Pineapple 1 

3.3 CNN  
CNN

1
( )

109 - 1012 [Howard 17]  
CNN

MobileNet[Howard 17] Depthwise Convolution
Pointwise Convolution 2 Separable 
Convolution ( 4) SqueezeNet[Iandola 16]

Fire Module GoogLeNet[Szegedy 14]
Inception Module  FPGA

 

3.4 Extractor  
CNN

4 Standard 
Convolution  Pointwise Convolution Separable Convolution

Standard Convolution Coder
Separable Convolution

Depthwise Convolution  

3.5 Coder  
Coder Extractor

Pointwise Convolution 1

4
3

 

3.6 Suppressor  
Suppressor

Circle SSD SSD[Liu 
16] Circle SSD

50%

( 5)
  

3.7 Circle SSD  
CNN Circle SSD

2 4  
 

4.  

SSD[Liu 16]
 

 

 4 MobileNet  inCh:
outCh: K W H:

params (
1 )

(S) 1  

 5 SSD
Intersection over Union (IoU)

Circle SSD  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3N4-J-10-01



 

- 3 - 

 2   CNN Circle SSD  

 Type inCh outCh K S W H params 

Extractor  11520 

Conv1 StandardConv+Relu 3 8 5 1 512 288 608 

Pool1 MaxPooling 8 8 2 2 512 288 0 

Conv2 SeparableConv+Relu 8 16 5 1 256 144 352 

Pool2 MaxPooling 16 16 2 2 256 144 0 

Conv3 SeparableConv+Relu 16 32 5 1 128 72 960 

Pool3 MaxPooling 32 32 2 2 128 72 0 

Conv4 SeparableConv+Relu 32 64 5 1 64 36 2944 

Conv5 DepthwiseConv+Relu 64 64 5 2 64 36 1664 

Conv6 DepthwiseConv+Relu 64 64 5 2 32 18 1664 

Conv7 DepthwiseConv+Relu 64 64 5 2 16 9 1664 

Conv8 DepthwiseConv+Relu 64 64 5 2 8 5 1664 

Coder  3250 

Loc4 PointwiseConv 64 6 1 1 64 36 390 

Conf4 PointwiseConv 64 4 1 1 64 36 260 

Loc5 PointwiseConv 64 6 1 1 32 18 390 

Conf5 PointwiseConv 64 4 1 1 32 18 260 

Loc6 PointwiseConv 64 6 1 1 16 9 390 

Conf6 PointwiseConv 64 4 1 1 16 9 260 

Loc7 PointwiseConv 64 6 1 1 8 5 390 

Conf7 PointwiseConv 64 4 1 1 8 5 260 

Loc8 PointwiseConv 64 6 1 1 4 3 390 

Conf8 PointwiseConv 64 4 1 1 4 3 260 

4.1  

FPGA
SSD

 
 ( 0.5-1.25) 
 RGB ( 0.82-1.00) 

4.2  
SSD

Circle SSD

( 16:9)  

5.  
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1bit 5bit
10bit 16bit

(FMA fused multiply-add)
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[Ioffe 15]

x BN
Conv W, b

Conv(x)

 
 

6.  
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9:1  
1
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8 9 F 0.67
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[Liu 16]  Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian 

Szegedy, Scott Reed, Cheng-Yang Fu, Alexander C. Berg. 
SSD: Single Shot MultiBox Detector, arXiv:1512.02325, 
2016. 

[Nonami 18]  , 
, ISBN-13: 978-4274506840, 

2018. 
[Howard 17] Andrew G. Howard, Menglong Zhu, Bo Chen, 

Dmitry Kalenichenko, Weijun Wang, Tobias Weyand, Marco 
Andreetto, Hartwig Adam, MobileNets: Efficient 
Convolutional Neural Networks for Mobile Vision 
Applications, arXiv:1704.04861, 2017.  

[Lin 14] Tsung-Yi Lin, Michael Maire, Serge Belongie, Lubomir 
Bourdev, Ross Girshick, James Hays, Pietro Perona, Deva 
Ramanan, C. Lawrence Zitnick, Piotr Dollár, Microsoft 
COCO: Common Objects in Context, arXiv:1405.0312, 2014. 

[Iandola 16]  Forrest N. Iandola, Song Han, Matthew W. 
Moskewicz, Khalid Ashraf, William J. Dally, Kurt Keutzer, 
SqueezeNet: AlexNet-level accuracy with 50x fewer 
parameters and <0.5MB model size, arXiv:1602.07360, 2016. 

[Szegedy 14] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre 
Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, 
Vincent Vanhoucke, Andrew Rabinovich, Going deeper with 
convolutions, arXiv:1409.4842, 2014. 

[Ioffe 15] Sergey Ioffe, Christian Szegedy, Batch Normalization: 
Accelerating Deep Network Training by Reducing Internal 
Covariate Shift, arXiv:1502.03167, 2015.  
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Prediction of Favorability Rating on Beer-Can Package Designs Using Convolution Neural Network 
and Visualization by Class Activation Mapping. 

*1 *1 *2 *2  
Hiroyuki Shinohara                Tatsuji Ishiguro                    Shunsuke Nakamura                  Toshihiko Yamasaki  

 *1  *2  
 Kirin Company, Limited The University of Tokyo 

A quantitative survey of favorability rating by multiple panels is the main method to decide package designs. However, it is 
expensive and there is a limitation in the number of designs that can be subjected to a single survey. Therefore, this study 
aims at predicting the panel evaluation from the past survey results by a convolution neural network and visualize the 
important features by Grad-CAM. As a result, it has been made possible to give prescreening test to package design and 
suggestions of important features to the designers. 

1.  

 [  10]

 

 [Talebi 17] [Kong 16]
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2.  
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1 5 7
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Conversion of Floor Plan Images to Graph Structures using Deep Learning
and Application to Retrieval

Mantaro Yamada Xueting Wang Toshihiko Yamasaki Kiyoharu Aizawa

The University of Tokyo

The purpose of this research is to automatically convert real estate floor plan images into graph structures that
reflect the floor plans. In order to do this, we recognize each room or door in the images with semantic segmentation
using deep learning, and create graph structures based on their adjacencies. By this proposed method, it was
confirmed that floor plan images could be converted to the graphs with the similarity of 81% with the ground truth
graphs. Representing floor plans as structured representations–graph structures– makes it easy to compare and
evaluate floor plans, and even search, and is expected to be applied to any systems that handles floor plans.

Fig. 1: [1]

1.
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Table 1:
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Explainable Compromising Algorithm
based on Constraint Relaxation for Automated Negotiating Agents

∗1,∗2
Shun Okuahra

∗1
Takayuki Ito

∗1
Dept. of Computer Science, Nagoya Institute of Technology

∗2
School of Health Sciences, Fujita Health University

This paper presents an explainable concession process based on constraint relaxation in multi-agent negotiation.
Automated negotiation has been studied widely and is the promising technology for the future smart city where
multiple heterogeneous agents, like driver-less cars, are conflicting and collaborating. There are a lot of studies
on negotiating agents including international competitions. The problem is that most of the proposed negotiating
agents employ ad-hoc conceding process, where basically they are adjusting threshold to accept their opponents
offers. Because it is just adjusting a threshold, it is very difficult to show how and what the agent conceded even
after agreement. In this paper, we propose an explainable concession process by using a constraint relaxation
process. Here, an agent changes its belief not to believe some constraint so that he/she can accept its opponent
offer. Our experimental results demonstrate that our method can work effectively.
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An allocation strategy with deep reinforcement learning for efficient task processing in multi
agent system

∗1
Genki Matsuno

∗2
Sho Tanaka

∗2
Hiroki Hara

∗2
Syunyo Kawamoto

∗2
Syo Shimoyama

∗2
Takashi Kawashima

∗2
Daisuke Tsumita

∗1
Yasushi Kido

∗1
Osamu Hashimoto

∗2
Tomohiro Takagi

∗1
Skydisc, Inc.

∗2
Meiji University, Graduate School of Science and Technology, web science lab

In this study, it was considered how to make matching between task required resource and member capability
that will be applied into multi-agent systems. Supported by Reinforcement Learning strategy with deep Neural
Network technique, a modern solution was conducted accompanied with standard baseline methods and evaluated
from several suggestive viewpoints. According to the numerical experiments, it is elucidated that RL strategy has
some advantages when targeting on both execution time duration and accuracy of combination matching.
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Omoiyari as Filling Gaps Making Collective Adaptation

1∗ 1 1 1

Yoshimiki Maekawa1 Fumito Uwano1 Eiki Kitajima1 Keiki Takadama1

1

1 The University of Electro-Communications

Abstract: To make each person adapt human society and build a consensus, we focus on Japanese

Omoiyari as filling psychological and numerical gaps among people. Concretely, we employed the

cross-cultural game ”Barnga” whose the four players have to build a consensus and determine

a winner, and proposed gesture marks in the Barnga. The gesture marks are the panels which

can express happy, angry, sad, and surprise. Each player can make other players recognize the

gaps among players, and behave with the Omoiyari. To validate the effect of the gesture marks,

we experiment on Barnga with the gesture marks and original Barnga. By analyzing the subject

experiments on the Barnga, we derive that: 1) the players can recognize the gaps by the gesture

marks; 2) the gesture marks contribute to make the players adapt the community and build a

consensus.

1

Human-Agent Interaction: HAI [1]

[2][3]
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3

[5]

Barnga

A 7 28

1

4 Barnga 1

Barnga

4

1

Barnga

5

Eind

Oind

1:

Eind

Eself

Eother Eind

Eind =
Eself − Eother

max(Eself , Eother)
(1)

Oind

1

Fother Ngame

Oind

Oind =
Fother

Ngame
(2)

Eind Oind

θO θO
Oind

0 < Eind Oind < θO

0 < Eind

θO < Oind

Eind < 0
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6.3 S

S 1

2 S

1:
S

1 0.76

2 0.67

3 0.53

4 0.46

2:
S

1 0.53

2 0.63

3 0.62

4 0.60
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Multi-agent maximum discounted causal entropy
Estimation of agent’s rewards with multi-agent maximum discounted causal entropy

inverse reinforcement learning

Keiichi Namikoshi Sachiyo Arai

Graduate School of Science and Engineering, Chiba University

We propose a entropy-base multi-agent inverse reinforcement learning method for constructing a multi-agent
simulation. By using multi-agent inverse reinforcement learning, we can estimate the agent’s behavior rule and the
reward reflecting the purpose of the agent. In this paper, we extend mximum discounted causal entropy to markov
game environment. Experimental results showed that the proposed method can estimate valid reward at small grid
world.

1.

(MAS) MAS

MAS

[Namikoshi 18]

Markov

game

infinit-

horizon Maximum dis-

counted causal entropy Markov game

2

GridWorld Nash

:

1-33

acka2158@chiba-u.jp

2.

Markov game(MG) < N ,S, {An}n∈N , T, {Rn}n∈N >

N (|N | ≥ 2) S
An n

T : S × A1 × · · · × A|N| × S → [0, 1] Rn :

S × A → R n

n an ∈ An

a ∈ A s ∈ S

MG\{Rn}n∈N

D =

{{st, at}tdt=0}Dd=1 {Rn}n∈N
D

T

πE

3.

3.1
(Imitation Learning)

Behavioral

Cloning

(IRL: Inverse

reinforcement learning)

ill-posed

IRL Reward

learning Policy

learning Reward learning

[Ng 00, Abbeel 04]

[Ziebart 10, Zhou 18]

Policy learning

[Ho 16]

1
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3.2
1 (MAIRL: Multi-

agent IRL) MAIRL

1:

Reward Objectives
structure Max-margin Max-entropy others

homogeneous [Šošić 17]

zerosum
[Lin 18]

[Wang 18]

others

[Natarajan 10] [Ziebart 10] [Le 17]

[Reddy 12] [Bogert 18]
[Song 18]

[Šošić 17] swarm system homogeneous

[Lin 18, Wang 18]

MAIRL

Markov game [Natarajan 10, Reddy 12]

[Ng 00] MAIRL [Natarajan 10]

[Reddy 12]

Inner-Loop

Nash Nash Q-learning

[Ziebart 10, Bogert 18]

MAIRL [Ziebart 10]

Maximum causal entropy IRL 3

pursuit-evasion [Bogert 18]

(Occlusuion)

MAIRL finit-horizon

[Le 17, Song 18]

Policy learning

f θ

[Ziebart 10, Bogert 18] infinit-horizon

4.

4.1
Maximum discounted

causal entropy IRL[Zhou 18]( MDCE IRL )

Markov game Multi-agent MDCE IRL( M-

MDCE IRL ) (1) (5) M-

MDCE IRL

max
πt,t≥0

∑
n∈N

Hπt,n,πE
−n

(πt,n) (1)

s.t. fn,πE = fn,πt,n,πE
−n

∀n ∈ N , t ≥ 0 (2)

πt,n(an|s) ≥ 0 ∀an ∈ An, s ∈ S, n ∈ N , t ≥ 0 (3)∑
an∈An

πt,n(an|s) = 1 ∀s ∈ S, n ∈ N , t ≥ 0 (4)

πt,n(an|s) = πt′,n(an|s) ∀s ∈ S, an ∈ An, n ∈ N , t, t′ ≥ 0

(5)

(1) i

(6) (2) (7)

(3) (5)

fn : S × A → R
k n

fn

Hπt,n,πE
−n

(πt,n) = E

[ ∞∑
t=0

−γt log πt,n (At,n|St)

]
(6)

fn,πn,π−n
=

∞∑
t=0

γt
E [fn (St, At)] (7)

π (At|St) =
∏
n∈N

πn (At,n|St) (8)

4.2 Single-agent
M-MDCE

Inner-

Loop M-MDCE Multi-agent

M-MDCE

Single-agent

M-MDCE

max
πt,t≥0

∑
n∈N

Hπt,n,πE
−n

(πt,n) + θn(fn,πE − fn,πn,πE
−n

)

s.t. πt,n(an|s) ≥ 0 ∀an ∈ An, s ∈ S, n ∈ N , t ≥ 0∑
an∈An

πt,n(an|s) = 1 ∀s ∈ S, n ∈ N , t ≥ 0

πt,n(an|s) = πt′,n(an|s) ∀s ∈ S, an ∈ An, n ∈ N , t, t′ ≥ 0

Single-agent MDCE IRL[Zhou 18]

MDCE IRL Multi-

agent

n

πE
−n

πE
−n π̃−n

Algorithm 1

iteration

Ñ
MDCE IRL θn

Soft Q-Learning[Zhou 18]

πn π̃−n πE
−n

Algorithm 1 Multi-agent MDCE

Input: Markov Game\{Rn}n∈N
Input: Expert trajectories D
Output: reward weight {θn}n∈N

Initialize policies {πn}n∈N and {θn}n∈N

1: for iteration = 1, 2 . . . do
2: Ñ ← Selector(N )

3: θn ← MDCE(Dn, π̃−n) ∀n ∈ Ñ
4: πn ← SoftQ(θn, π̃−n) ∀n ∈ Ñ
5: π̃n ← Completation(πn,D) ∀n ∈ Ñ

2
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1

2

1 Cyclic

Cyclic 1

Parallel Parallel

(a) Cyclic (b) Parallel

1: |N | = 2 i −
1, i, i+ 1 iteration

MDCE IRL θ πθ

(9) (10) Soft Bellman

[Zhou 18] softmaxa∈AQsoft
θ (s, a) =

log
∑

a∈A exp
(
Qsoft

θ (s, a)
)

Algorithm 2 TD-base Soft Q-Laerning

1

Qsoft
θ (s, a) = θ�f(s, a) + γ

∑
s′∈S

T (s′|s, a)V soft
θ (s′) (9)

V soft
θ (s) = softmaxa∈AQsoft

θ (s, a) (10)

π (a|s) = exp
(
Qsoft

θ (s, a)− V soft
θ (s)

)
(11)

Algorithm 2 Soft Q-Learning

Input: reward weight θn, explore policy π, other agent’s

policy π̃−n

1: for t = 0, 1, 2, · · · do

2: Generate sample (st, at, st+1) from π, π̃−n

3: Qsoft
n (st, at,n) ← Qsoft

n (st, at,n) + ηt (st, at,n) ·
4:

[
θ�n fn (st, at) + γV soft

n (st+1)−Qsoft
n (st, at,n)

]

5.

5.1
2 3 3

GridWorld 2

(S1, S2) G step

(a) GW1 (b) GW2

2: 1, 2

s1, s2 g1, g2

A1 = A2 = {up, down, right, left}
1step

2

GW2

1 S1, S2 up

1/2

Nash

2

+100

−1 Nash

[Hu 03]

50

100 (7)

0 iteration

0.1 MDCE IRL 100

Inner-Loop Soft Q-Learning 100episode

L2

5.2
GW1 10 3

4 3 Cyclic 4

Parallel iteration

0 GW1

iteration

Cyclic Paralell

π̃n πE
n

M-MDCE IRL

5 GW2 Cyclic GW2

Parallel

5 ( 6)

3
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3: GW1 Cyclic

4: GW1 Parallel

6.

MAS

MAIRL

infinit-horizon Markov game

MAIRL

3x3 GridWorld

[Abbeel 04] Abbeel, P. and Ng, A. Y.: Apprenticeship Learn-
ing via Inverse Reinforcement Learning, in Proceedings of the
Twenty-first International Conference on Machine Learning,
ICML ’04, pp. 1–, New York, NY, USA (2004), ACM
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Construction of Dataset for Feature Extraction Performance
Evaluation using Aerial Photographs 
〇Hiroyuki Ohno1, Ryo Endo1, Takayuki Nakano1, Masako Shinoda1 （1. Geospatial

Information Authority of Japan） 

 1:50 PM -  2:10 PM   

Slime detection during pile construction using machine learning 
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using Deep Reinforcement Learning. 
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Construction of Dataset for Feature Extraction Performance Evaluation using Aerial Photographs 

 *1         *1     *1     *1 
Hiroyuki Ohno       Ryo Endo Takayuki Nakano   Masako Shinoda  

 *1  
Geospatial Information Authority of Japan 

Several datasets are known as datasets for feature extraction. However, they are targeted to outside Japan and are not 
necessarily dataset with high regional diversity. Therefore, it is not suitable as an evaluation dataset for feature extraction in 
mapping performed as survey in Japan. So, we carried out this research with the aim of enabling the evaluation of feature 
extraction performance for high regional diversity and aerial photograph actually used in mapping in Japan. As a result, a 
dataset for evaluation was constructed using aerial photographs of 1328 regions taken in Japan since 1967. Furthermore, we 
compared the evaluation value of the prediction result using our dataset with that using the existing dataset using pix2pix and 
U-Net, and concluded that our dataset can perform sufficiently reliable evaluation. 

1.  

 

 
CNN

SpaceNet
Inria Aerial Image Labeling Dataset 

[Maggiori 17] Inria
Feature Extraction

DeepGlobe 2018 [Demir 18]
Feature Extraction Feature 
Extraction

10cm 40cm

Feature Extraction   
Feature Extraction

F IoU

Feature 
Extraction  

2.  

[ 08]

 

2.1  

23cm

GNSS GPS
IMU

10  

2.2  

1
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3.  
Feature Extraction

Inria
Inria 30cm

6 4 10 810
5 405

  
Feature 

Extraction
 

 
10  

20cm
10cm 40cm

 
 

Feature 
Extraction GSI

 

3.1 GSI  
GSI

1200dpi 1270dpi
[  17]  

 
 

 549  
779  
1  

 572 572pixel 
       10cm 40cm 

 
       36  

1  
 

1 GSI  
 RGB   RGB  

2 #7F7F7F  22 #FF7F00  

3 #BF7F3F  23 #7F0000  

4 #5F5F5F  24 #3F3F3F  

5 #FF007F  27 #BFBF00 
 

6 #3F0000  28 #BF00BF  

7 #0000FF  36 #BF7FBF  

8 #FF0000  38 #7FBFBF  

9 #FF00FF  39 #FF7FBF  

10 #FF7F7F  44 #FFBFBF  

11 #7F7F00  54 #BFFFBF  

12 #BFBFBF  58 #FFBF00  

13 #007FFF  61 #BFBFFF  

14 #7FBF00  62 #7F3F3F  

15 #007F00  65 #00007F  

16 #FFFF00  66 #BF00FF  

17 #00FFFF  67 #7FBF7F  

18 #007F7F 
 

68 #7F7FFF  

21 #7FFF7F  255 #FFFFFF  

 
n

n/2  
 

1

 
1328

2

2

1 Index
RGB Index Color

RGB

RGB=#FF0000 3
549
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3.2  
F

IoU  

4. Feature Extraction  

4.1  

pix2pix [Isola 17] pix2pix Generator
U-Net CNN 2 Feature Extraction

256 256pixel
256

256 256pixel

pix2pix cGAN 0.5 L1 U-Net L1  

4.2  
GSI

1967  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
79 286

286pixel 2

256 256pixel
3100 1700 90

180 270 12400
6800  

Inria
 

4.3  
GSI

 Inria 
5

 
Feature Extraction 4 GSI

Inria 2 GSI
3

314
633 GSI

4
2 Inria 

3 1   
pix2pix U-Net [Isola 17]

cGAN
L1  

3 549  

2  
GSI Inria

Digital Analog All Austin Chicago Kitsap Tyrol-W Vienna All 
Pix2pix Precision 82.1 69.7 74.9 80.2 78.8 71.6 68.7 79.2 77.3 

Recall 67.4 44.7 53.0 45.8 47.7 56.6 71.2 43.3 48.0 
F 74.0 54.5 62.0 58.3 59.4 63.2 69.9 56.0 59.3 

U-Net Precision 86.6 74.9 79.5 83.1 79.4 75.0 73.9 79.6 80.8 
Recall 73.8 49.0 57.2 48.8 49.0 59.5 73.4 51.2 48.3 
F 79.7 59.2 66.5 61.5 60.6 66.3 73.7 62.3 60.5 
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3  
 GSI  

Digital Analog All 
Pix2pix  Precision 76.0 71.0 73.7 

Recall 67.2 47.9 57.0 
F  71.3 57.2 64.3 

U-Net Precision 82.6 75.9 79.4 
Recall 70.7 53.5 61.6 
F  76.2 62.7 69.4 

 
U-Net  

GSI
Inria GSI

Precision Recall
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Slime detection during pile construction using machine learning 

 *1 *1  *1 
 Sohei Arisaka Yuki Tamagawa Kojiro Takesue 

*1  
Kajima Corporation 

During pile construction, an inspection is needed to check absence of bottom slime which leads to settlement and inclination 
of structures. A conventional method for slime detection is dependent on individual judgement known by a sense of a hand. 
Therefore, there are some problems in terms of reproducibility and quantification. In order to solve these problems, we are 
studying a new method for slime detection using measured tension data. In this paper, we applied machine learning to judge 
whether slime exists or not from the tension data. Among 6 algorithms we compared, 1-dimendional Convolutional Neural 
Network achieved the best performance at 93% accuracy. According to this result, we verified that machine learning is effective 
for the slime detection. 

 
1.  

1

 

1 2 [  16]

3

 

2.  

1
 

10
10 1 100Hz 1

180
120 1199

1  

1-

3

 
 

1      1  

2  3  
 

1  
  

(mm) 
 

(s) 
 

(mm/s) 
 0 50 0.0 0.5 0 200 
 50 290 0.5 1.7 200 
 290 300 1.7 1.8 200 0 

 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q3-J-13-02



 
 

- 2 - 
 

370 464 365
4-a b

4-c

4-d  
 

a.  b.  
 

c.  
 

d.  

4  

3.  

3.1  
1

LR
SVM RF

GB MLP 1
1D-CNN [Fawaz 18] 6

 
1

180

159
Boruta [Kursa 10]

1

 
8 2 8 2

10

Optuna

10
Accuracy  

3.2  
2 Training Validation

Test

Test Ensemble
 

1

5-a b  
1

6 ReLU
3 6 6 0.27  

50

10 7-a b  
 

2   

 
 

 
 
 
 
 
 
 
 

a. 1D-CNN b. SVM 
5  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6 1D-CNN  

Algorithm Training Validation Test Test 
(Ensemble) 

LR 0.941 
(0.008) 

0.896 
(0.078) 

0.847 
(0.018) 

0.858 

SVM 0.954 
(0.009) 

0.892 
(0.071) 

0.876 
(0.023) 

0.879 

RF 0.966 
(0.008) 

0.909 
(0.078) 

0.858 
(0.016) 

0.875 

GB 0.998 
(0.002) 

0.884 
(0.080) 

0.852 
(0.026) 

0.871 

MLP 0.971 
(0.010) 

0.874 
(0.080) 

0.821 
(0.047) 

0.858 

1D-CNN 0.944 
(0.029) 

0.937 
(0.065) 

0.892 
(0.060) 

0.929 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q3-J-13-02



 
 

- 3 - 
 

 
a. RF 

 

 
b. GB 

7  

3.3  
1

1

1

 
2

1

 

 
5 1

1

 
7

 

4.  

6 1
93%

 

  

 
 [  16]  : 

2016 3 2016  
[Fawaz 18] Hassan Ismail Fawaz, Germain Forestier, Jonathan 

Weber, Lhassane Idoumghar, Pierre-Alain Muller: Deep 
learning for time series classification: a review
arXiv:1809.04356 2018  

[Kursa 10] Miron B. Kursa, Witold R. Rudnicki: Feature Selection 
with the Boruta Package Journal of Statistical Software, Vol. 
36, Issue 11, 2010. 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q3-J-13-02



- 1 - 

 
The optimization and comparison of methods for the Air foil design using Deep Reinforcement Learning. 

 *1 *1 
 Hitoshi Hattori Kazuo Yonekura 

*1 IHI 
IHI Corporation 

 When designing turbomachinery such as jet engines and superchargers, CAE is indispensable technology. In order to 
generate  high performance shapes, the optimization methods such as response surface methodology and genetic algorithm 
has been used for design  . However, these methods require many iterative calculations. When searching for a high 
performance shape against multiple flow conditions, it is necessary to repeat  analysis every time the flow conditions are 
changed, which lengthens the design time. In this paper, to shorten this design time, we propose a new design method using 
deep reinforcement learning and compare of methods. 
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Application of Gradient Booting regression toward the Computational Fluid Dynamics in the 

Manufacturing industry 

*1 *1 *1 
Yutaro Ogawa Takuya Shimizu Toshiaki Yokoi 

*1  
INFORMATION SERVICES INTERNATIONAL-DENTSU, LTD. 

Abstract: A faster calculation of MPS (Moving Particle Semi-implicit) method which is a computational fluid dynamics in 
the Manufacturing industry is proposed. Proposed method surrogates the semi-implicit part of MPS by the Gradient boosting 
regression trees using 10 original features as inputs. Finally, we confirmed that the qualitative properties of the proposed 
method coincide with the conventional MPS method by simulations of the dam-break problem.  
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ETC2.0  
Traffic anomaly detection using ETC2.0 probe data 

     
 Atsuki Masuda Masaki Matsudaira 

   
Corporate R&D Center, Corporate Infrastructure Group, Oki Electric Industry Co., Ltd. 

Abstract: Detecting traffic anomalies such as accidents and obstacles on freeways is one of serious problem for traffic 
management. Previous researches are almost based on vehicle detectors to get traffic velocity and quantity, and therefore not 
able to detect the detailed location of traffic anomaly. In this paper, we present the algorithm for detecting automatically 
traffic anomalies using ETC2.0 probe data. Our algorithm is based on distances from head position of traffic congestion to 
recovered speed position, which is calculated from velocity of probe data. The result of evaluating the algorithm is very 
accurate, that precision is 94.3% and recall 89.2%. 
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Design method for high efficiency drone highway network

*1

Masatoshi Hamanaka

*1

RIKEN

Abstract: This paper describes the design method for drone highway network to eliminate the risk of conflict between Drones 
and make it fly with high efficiency. Many flight path designing methods have been proposed, however a designing method 
for drone highway network that raises the overall flight efficiency has not been proposed.  We optimize each path using ant 
colony optimization and optimize the position of the terminal connecting the paths using particle swarm optimization. 
Experimental results show that the proposed method improves flight efficiency.

1.

3
GPS

GPS(
)

GPS
GPS
[Kerns 2014, Urbina 

2016]
3

[LeCun 2015, Amari 2018] GPS

98.4%
[Hamanaka 2018]

2

[
2016]

ACO PSO

ACO GPGPU
2

3
4 ACO5 PSO

6 7

2.
Li

ACO 2 [Li
2018] ACO Bhatt

Sniff-Dog [Ashish 2018] Shi

[Shi 2018]
1

[Li 2008; Bhatt 2018; Shi 2018]
Balachandran [Balachandran 2018] Galea

[Galea 2018]
Balachandran

1

Garea

ACO PSO

3.

1

1

1)
2) 3)

ACO PSO 2

- 1 -

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-02



1

3.1 ACO ( )
ACO 1

ACO

3.2 PSO ( )
PSO

PSO

3.3
ACO PSO

2

a) 1

2a
b) ACO

c) PSO

d) a c 1

4. ACO ( )
ACO

1

NP

a)

b)

c)

d)

2

- 2 -

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-02



DP
Viterbi 

DP
ACO

ACO 6
6 -

greedy
5

5

6

GPGPU
ACO

ACO
GPGPU

5. PSO  ( )
PSO

( )

PSO 1 GA

PSO 6 ACO
ACO

6 ACO
6

6.
ACO PSO

6.1

36.6217 36.619900 139.1090 139.111240
200

3
200 LiDAR SICK LD-MRS

(DJI Matrice600) 10
3 1

90

200
1

1
3 3

6.2 ACO
x y

z
a, b, c 0.08 0.8 0.01

czbyaxf 1
ACO

MAX_ANTS 8192
Q 3 

- 3 -

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-02



ALPHA 1.4
RHO 0.5

IP 0
EPSILON 0.05

MAX_STEP 30,000
MAX_TIME 100

a 0.08
0.8

c 0.01
MAX_ANTS

8192 GPU

Q
3

EPSILON 0.05 5

4 5 x
x ACO

10 (
5a)

100 ( 5b)
100 CPU(Mac mini 

Corei7-8700B 3.2G/4.6GHz 6 12 ) 1 21
30 GPGPU Nvidia GTX1080 82.3

4 ACO

6.3 PSO
6 PSO

x x

7.

JSPS 17K19972

a ACO 10                b ACO 100

5 ACO

6

[Kerns 2014] A. J. Kerns et al, “Unmanned Aircraft Capture and Control 
Via GPS Spoofing,” Journal of Field Robotics, Vol. 31, Issue 4, pp. 
617–636, 2014. 

[Urbina 2016] D. I. Urbina et al, “Limiting the Impact of Stealthy 
Attacks on Industrial Control Systems,” Proc. of the 2016 ACM 
SIGSAC, pp. 1092–1105, 2016.

[LeCun 2015] Y. LeCun et al, “Deep Learning,” Nature, Vol. 521, Issue 
7553, pp. 436–444, 2015. 

[Amari 2018] S. Amari et al, “Dynamics of Learning in MLP: Natural 
Gradient and Singularity Revisited,” Neural Comput, Vol. 30, Issue 1, 
pp. 1–33, 2018.

[Hamanaka 2018] M. Hamanaka, “Deep Learning-based Area Estimation 
for Unmanned Aircraft Systems using 3D Map,” Proceedings of 2018 
International Conference on Unmanned Aircraft Systems 
(ICUAS2018), pp. 416–423, 2018.

[Hamanaka 2016] M. Hamanaka and H. Shiomi, “Optimum Design  
Method for Drone Flight Route Network, Proceedings of the 78th 
national convention of IPSJ, 1B-04, 2016 (in Japanese).

[Li 2018] Z. Li et al, “Preliminary Research on Remote Planning 
Methods for Paths of Unmanned Aerial Vehicles in the Safe Aerial 
Corridor,” Proc. of ICUAS2018, pp. 1288–1294, 2018.

[Bhatt 2018] A. Bhatt et al, “Path Planning for UAV using Sniff-Dog-
Algorithm,” Proc. of ICUAS2018, pp. 692–701, 2018.

[Shi 2018] Z. Shi and W. K. Ng, “A Collision-Free Path Planning 
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Classification for time-sequence data appeared in shift control of automobile automatic
transmission

∗1
Yusuke Morikawa

∗1
Yasuhiro Ishihara

∗1
Takanori Ide

∗1
Eiji Moriyama

∗1
Taku Akita

∗2
Yasuo Tabei

∗3
Takehito Utsuro

∗2
Hiroshi Nakagawa

∗1 ( )
Aisin AW Co., Ltd.

∗2
RIKEN, Center for Advanced Intelligence Project

∗3
Fclty. Eng, Inf. & Sys, Univ. of Tsukuba

The automatic transmission is a transmission that automatically changes gear according to an optimal gear
step decided based on driver s accelerator/brake operation, vehicle speed, etc. Since the quality of a changing
gear of automatic transmission, we call shift feeling, has a great influence on riding comfort of the automobile,
the parameters of control program are adjusted to improve the shift feeling at the development site. We call this
adjustment work calibration. In the process of calibration, there is a process of identifying occurring phenomena in
the time-sequence data and selecting the cause and countermeasures. Because this task takes large man-hours, it is
very efficient if this task becomes automatic. Therefore, at the first step, in order to automate identification of the
occurring phenomena, we built classifier of the time-sequence data using SVM. The experimental result suggests
that the proposed identification system is promising directions for actually used identification system.

1.

Step 1. Step 4.

Step 1.

Step 2.

= )

Step 3.

Step 4. Step 3.

Step 4.

: ( ), 444-1192

10, i37710 morikawa@aisin-
aw.co.jp
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1

1

2

5 400

300

24 7 7

44.6 86
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3.

3.1
2 7

Step1. 5

5

50

Step2.

15

Step3. 2

0.5 1.5

Step4.

z
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Step5.

4

Step6.

N

N=10

560

4.1

3.2
SVM KNN SVM

RBF 1

SVM C

SVM 3-fold

C = 10−3 103 RBF

γ = 10−3 103

2-fold F

KNN 3-fold k

k = 1, 3, 5, 7, 9

4.

SVM SVM( ) RBF SVM

SVM(RBF) KNN 7

4.1
SVM( ) SVM(RBF) KNN

SVM(RBF) F

macro-F (0.711) macro-F

2

macro-F 0.613

+0.098
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macro-F 0.129

+0.582 fold

3.1

macro-F 0.463

+0.248

4.2 KNN
3 k F macro

F k=1 3, 4 k=3

k=1

k

2

3: k KNN

4.2.1 KNN

4 86

4 2,

3

k k = 3

4.2.2 KNN

2 39

2,3

3

2, 3

k

4.2.3

3 84 7 2

2

k

2

1 16

k = 1, 3

k = 5

2 k = 1, 3

4.3 KNN SVM
1 SVM KNN KNN k

F

SVM F KNN F

KNN

SVM

SVM( )

0

1:
SVM

( )

SVM

(RBF)
KNN

(macro)

F-score 0.683 0.711 0.509

Precision 0.588 0.661 0.608

Recall 0.815 0.769 0.438

AUC 0.869 0.876 -

5

F-score 0.476 0.525 0.419

Precision 0.374 0.439 0.493

Recall 0.667 0.667 0.389

AUC 0.787 0.778 -

6

F-score 0.844 0.857 0.651

Precision 0.781 0.915 0.761

Recall 0.926 0.810 0.574

AUC 0.977 0.942 -

4.4 SVM( ) SVM(RBF)
SVM(RBF) F SVM( ) F

KNN k = 1, 3

RBF

4.5 SVM(RBF)
4.5.1

SVM(RBF) 6 4

fold ( )

ROC ( ) ( )

( )

False Negative

6

1, 4, 7 F 0.8 AUC0.9

6 Recall 0.810

26
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4: 6 ROC

4.5.2

5 5

( ) ROC ( )

SVM

False Positive 1

2 3

−3 False Negative 10

2 3

5 2, 3 2, 3

2, 3

5: 5 ROC

6 3 5

3 False

Positive 2

2, 3

2 3, 5

2, 3, 5

5.

7 4

6: 3 ROC

7

311 N

RBF SVM N

20 F

N N = 63, 78, 105, 155, 206, 233, 248, 311

1,4,6

2,3,5

7:
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Feature-Based Time-Series Classification, IEEE Trans-

actions on Knowkedge and Data Engineering, Vol.26,

No.12, 2014.

[2] A. Kampouraki, G. Manis, and C. Nikou: Heartbeat

Time Series Classification With Support Vector Ma-

chine, IEEE Transactions on Information Technology

in Biomedicine, Vol.13, No.4, 2009.

4

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-03



The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-04



The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-04



The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-04



The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Q4-J-13-04



[3D3-OS-4a]

[3D3-OS-4a-01]

[3D3-OS-4a-02]

[3D3-OS-4a-03]

[3D3-OS-4a-04]

©The Japanese Society for Artificial Intelligence 

 JSAI2019 

Organized Session | Organized Session | [OS] OS-4

自律・創発・汎用 AIアーキテクチャ(1)
栗原 聡（慶應義塾大学）、川村 秀憲（北海道大学）、津田 一郎（中部大学）、大倉 和博（広島大学）
Thu. Jun 6, 2019 1:50 PM - 3:10 PM  Room D (301B Medium meeting room)
 

 
Story Association Mediated by Individual and General Concepts 
〇Taisuke Akimoto1 （1. Kyushu Institute of Technology） 

 1:50 PM -  2:10 PM   

How "intelligence" is called as "intelligence"? 
〇Masayuki Yoshinobu1 （1. Freelance） 

 2:10 PM -  2:30 PM   

Double Articulation Analyzer with Prosody for Unsupervised Word
Discovery 
〇Yasuaki Okuda1, Ryo Ozaki1, Tadahiro Taniguchi1 （1. Ritsumeikan University） 

 2:30 PM -  2:50 PM   

Generating Collective Behavior of a Robotic Swarm in a Two-
landmark Navigation Task with Deep Neuroevolution 
〇Daichi Morimoto1, Motoaki Hiraga1, Kazuhiro Ohkura1, Yoshiyuki Matsumura2 （1.

Hiroshima University, 2. Shinsyu University） 

 2:50 PM -  3:10 PM   



 

- 1 - 

 
Story Association Mediated by Individual and General Concepts 

  
AKIMOTO Taisuke 

 
Graduate School of Computer Science and Systems Engineering, Kyushu Institute of Technology 

Abstract: From a cognitive system perspective, story association (association among stories) can be positioned as a common 
process underlying various cognitive activities including remembering and reusing of stories, construction of a subjective world, 
etc. In this paper, the author presents a basic computational theory of story association especially focusing on the role of entities, 
times, and places. In particular, an identical entity, time, or place appearing in multiple stories is positioned as an individual 
concept, a general level representational unit in a cognitive system. A simple implementation of story association model based 
on the proposed theory is also presented. 
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•

 
•

 
•

 
•

 
•

 
2 3

4
5

6 [  18]

3
 

 
[Schank 82] MOP memory organization packet

[Riesbeck 89] [Kolodner 83] [Schank 82]
E-MOP episodic memory organization packet

 
Schank

[Thagard 90]
3

ARCS [Forbus 94]

MAC/FAC  

[Thagard 90] [Forbus 94]
[Thagard 90; Forbus 94]

[Schank 
82]

spreading activation [Collins 75; 
Anderson 83]

 

[Kokinov 94] DUAL DUAL
[Minsky 86]

akimoto@ai.kyutech.ac.jp

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3D3-OS-4a-01



 

- 2 - 

 

 

1

1 (1) (2)
(3) 3

 

 
•

 
•

 
2

 
 

 (1) 

 

 (2) 

 
1  

  
 

 
  

  
 
  

 

 
 

 

 
1  

 
2  

3.1 1 3.2

—i) ii) 

iii) 
iv) 

1
(ii) (iii) (iv)

 

1
 

 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3D3-OS-4a-01



 

- 3 - 

 

 

 
•

 
•

 
•

 

 
•

 
•

 

Scala

 

3

 
4

3 , , , 
4

0 =0.3
0.3  

 

#1 

 
  

0.3 0.3 
$1:  $2:  $p1:  $p5:  
0.5 0.4 0.4 0.5 

3  

 
4  

word2vec [Mikolov 13]
Skip-gram 300 10 negative 

sampling
[ 15] 10 175801

 

1
6 Step

Step 6
Steps 1–5  

Step 1 (S D ): 
 

 (3) 

Step 2 (SD G ): 

 

 (4) 

Step 3 (G G ): Step 2

 

 (5) 

0
 

Step 4 (GD D ): 

 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3D3-OS-4a-01



 

- 4 - 

 (6) 

Step 5 (GD S ): 

 

 (7) 

Step 6: 

1
Step 1  

Step 0 1

1 0
 

10
18

37
4

2 2
2  

#1 3 1
0.3

Step

Processing 1
Step 5 5 1
3

#1 $1: $2: $p1:
#2–4

#7 1964

 

 
5 1 Step 5  

 

JSPS JP18K18344  

[Akimoto 18a] Akimoto, T.: Stories as mental representations of an agent’s 
subjective world: A structural overview. Biologically Inspired 
Cognitive Architectures, 25, 107-112 (2018) 

[Akimoto 18b] Akimoto, T.: Emergentist view on generative narrative 
cognition: Considering principles of the self-organization of mental 
stories. Advances in Human-Computer Interaction: Special Issue on 
Language Sense and Communication on Computer, 2018, Article ID 
6780564 (2018) 

[  18]  : 
. 

60 , pp. 15-25 (2018) 
[Anderson 83] Anderson, J. R.: A spreading activation theory of memory. 

Journal of Verbal Learning and Verbal Behavior, 22(3), 261-295 
(1983) 

[Collins 75] Collins, A. M., & Loftus, E. F.: A spreading-activation theory 
of semantic processing. Psychological Review, 82(6), 407-428 (1975) 

[Forbus 94] Forbus, K. D., Gentner, D., & Law, K.: MAC/FAC: A model 
of similarity-based retrieval. Cognitive Science, 19, 141-205 (1994) 

[Kokinov 94] Kokinov, B. N.: The DUAL cognitive architecture: A hybrid 
multi-agent approach. Proceedings of the 11th European Conference 
on Artificial Intelligence, pp. 203-207 (1994) 

[  15] : 
 1.1 . 

 (2015) 
[Kolodner 83] Kolodner, J. K.: Maintaining organization in a dynamic 

long-term memory. Cognitive Science, 7, 243-280 (1983) 
[Mikolov 13] Mikolov, T., Sutskever, I., Chen, K., Corrado, G., & Dean, 

J.: Distributed representations of words and phrases and their 
compositionality. Proceedings of the 26th International Conference on 
Neural Information Processing Systems, pp. 3111-3119 (2013) 

[Minsky 86] Minsky, M.: The Society of Mind. Simon & Schuster (1986) 
[Riesbeck 89] Riesbeck, C. K., & Schank, R. C.: Inside Case-Based 

Reasoning. Lawrence Erlbaum (1989) 
[Schank 82] Schank, R. C.: Dynamic Memory: A Theory of Reminding and 

Learning in Computers and People. Cambridge University Press 
(1982) 

[Thagard 90] Thagard, P., Holyoak, K. J., Nelson, G., & Gochfeld, D.: 
Analog retrieval by constraint satisfaction. Artificial Intelligence, 46, 
259-310 (1990) 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3D3-OS-4a-01



 

- 1 -

 
How “Intelligence” is called as “Intelligence”? 

 
Masayuki Yoshinobu 

 
This paper discusses basic issues of the structure of human intelligence. As an attempt to understand it, we set up a question “How 

intelligence is called as intelligence?” in stead of a question “What is intelligence?” which asks its definition. To answer this, we break it 
down to several sub-problems as its structure, physical background and formation processes. Overviewing them, we propose a hypothesis 
that there is a structure in which a human as a certain area on highly complicated layers in a complex system regards the other area as 
intelligence. 

 

1.    

[Legg 07b]

2.  
[Legg 07b]

3.  
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3.2  
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5.  

5.1  
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Double Articulation Analyzer with Prosody for Unsupervised Word Discovery

∗1
Okuda Yasuaki

∗1
Ozaki Ryo

∗1
Taniguchi Tadahiro

∗1
Ritsumeikan University

Human infants discover words and phonemes using statistical information and prosody. For unsupervised word
discovery, Taniguchi et al proposed the Nonparametric Bayesian Double Articulation Analyzer (NPB-DAA) which
was able to segment speech data into word sequences. However, NPB-DAA uses only statistical information such as
the mel-frequency cepstrum coefficients. In this paper, we extend NPB-DAA method using prosody, i.e., Prosodic
DAA, for unsupervised word discovery. We use the second order differential of the fundamental frequency and the
duration of silent as the prosody. We show in an experiment that Prosodic DAA outperforms NPB-DAA.

1.

8

(Prosody )

(Nonparametric Bayesian Double

Articulation Analyzer: NPB-DAA)

NPB-DAA

NPB-DAA

Prosodic DAA

NPB-DAA

2.

8

[Saffran 96]

[Jusczyk 92]

NPB-DAA

[Taniguchi 16a] NPB-DAA

[Taniguchi 16a]

Deep Sparse Autoencoder (DSAE)

[Taniguchi 16b]

:

1-1-1 okuda.yasuaki@em.ci.ristumei.ac.jp

1:

Chunk

Segment

[Tada 17] NPB-DAA

3 2

90% [Ozaki 18]

NPB-DAA left-to-right

(Hidden semi-Markov Model: HSMM)

[Johnson 13]

(Mel-Frequency Cepstrum Coefficients:

MFCC)

NPB-DAA

1

1
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2: HDP-HLM [Taniguchi 16a]

3. NPB-DAA

3.1
(Hierarchical Dirich-

let Process Hidden Language Model: HDP-HLM)

(Hierarchi-

cal Dirichlet Process Hidden semi-Markov Model: HDP-

HSMM) [Johnson 13]

2 HDP-HLM

[Taniguchi 16a]

3.2
HDP-HLM zs HDP-HSMM

backward filtering forward sampling

HDP-HLM zs = i

backward message

Ft Ft = 1

t + 1 Bt(i) zs(t) = i

t+1

B∗
t (i) t+1 zs(t) = i

Bt(i) := p(yt+1:T |zs(t) = i, Ft = 1)

=
∑
j

B∗
t (j)p(zs(t+1) = j|zt = i) (1)

B∗
t (i) := p(yt+1:T |zs(t+1) = i, Ft = 1)

=

T−t∑
d=1

Bt+d(i)p(Dt+1 = d|zs(t+1) = i)

·p(yt+1:t+d|zs(t+1) = i,Dt+1 = d) (2)

BT (i) := 1 (3)

zs(t) = i wi wi = (l1, · · · , lLi)

p(yt+1:t+d|zs(t+1) = i,Dt+1 = d)

R(Li,d) Li d

r

p(yt+1:t+d|i, d) =
∑

r∈R(Li,d)

Li∏
k=1

p(rk|lk)

·
rk∏

m=1

p(y
t+m+

∑k−1
k′=1

rk′ |lk) (4)

R(Li,d) =

{
r ∈ {1, 2, . . .}Li |

Li∑
k=1

rk = d

}
(5)

4

t

k forward message

αt(k) =

t−k+1∑
d′=1

αt−d′(k − 1)p(d′|lk)
d′∏

t′=1

p(yt−t′+1|lk)

(6)

α0(0) = 1 (7)

HDP-HLM t Bt(i)

B∗
t (i) zs(t+1)

Ds(t+1) Dsum
s =∑

s′<s Ds′

p(zs = i|y1:T , zs−1 = j, FDsum
1:s

= 1) =

p(i|j)βDsum
1:s

(i)p(yDsum
1:s

|i) (8)

p(Ds = d|y1:T , zs = i, FDsum
1:s

= 1) =

p(yDsum
1:s +1:Dsum

1:s +d|d, i, FDsum
1:s

= 1)p(d)
βDsum

1:s +d(i)

β∗
Dsum

1:s
(i)

(9)

4. Prosodic DAA

F0

2

HDP-HLM

yt
Ft

F0 yF0
t

ysil
t

HDP-HLM 3

GEM Stick-Breaking

Process DP Dirichlet Process LM,WM

βWM

Dirichlet Process

αWM γWM Dirichlet Process, Stick-Breaking

Process πWM
i

i βLM

Dirichlet Process αLM

γLM Dirichlet Process, Stick-Breaking Process

πLM
i i

2
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3: HDP-HLM

zs zs Dsum
s Dsum

s

Ft Ft Yt

Y1:T yF0
1:T ysil

1:T

p(Yt) (t = 1 : T ) p(yF0
t ysil

t )

βLM ∼ GEM(γLM) (10)

πLM
i ∼ DP(αLM, βLM) (i = 1, . . .) (11)

βWM ∼ GEM(γWM) (12)

πWM
i ∼ DP(αWM, βWM) (i = 1, . . .) (13)

wik ∼ πWM
wik−1

(i = 1, . . .) (k = 1, . . . , Li) (14)

(θj , ωj) ∼ H G (j = 1, . . .) (15)

φqu ∼ HProsody
qu (q = 0, 1) (u = 0, 1) (16)

zs ∼ πLM
zs−1

(s = 1, . . . , S) (17)

lsk = wwzsk (s = 1, . . . , S) (k = 1, . . . , Lzs)

(18)

Dsk ∼ g(ωlsk ) (s = 1, . . . , S) (k = 1, . . . , Lzs)

(19)

xt = lsk (t = t1sk, . . . , t
2
sk) (20)

t1sk =
∑
s′<s

Ds′ +
∑
k′<k

Dsk′ + 1

t2sk = t1sk +Dsk − 1 (21)

Dsum
s =

sLzs∑
t=s1

Dt (22)

yt ∼ h(θxt) (t = 1, . . . , T ) (23)

Ft =

{
0 (t = t1s1 : t′ − 1)

1 (t = t′)
(t′ = t2sLzs

) (24)

yF0
t ∼ hF0(φFt0) (25)

ysil
t ∼ hsil(φFt1) (26)

zs = i

backward message

βt(i) := p(yt+1:T , Yt+1:T |zs(t) = i, Ft = 1)

=
∑
j

β∗
t (j)p(zs(t+1) = j|zt = i) (27)

β∗
t (i) := p(yt+1:T , Yt+1:T |zs(t+1) = i, Ft = 1)

=

T−t∑
d=1

βt+d(i)p(Dt+1 = d|zs(t+1) = i)

·p(yt+1:t+d, Yt+1:t+d|i, d) (28)

βT (i) := 1 (29)

zs(t) = i wi Wi = (l1, · · · , lLi)

p(yt+1:t+d, Yt+1:t+d|zs(t+1) = i,Dt+1 = d)

p(yt+1:t+d, Yt+1:t+d|i, d) =
∑

r∈R(Li,d)

Li∏
k=1

p(rk|lk)

·
rk∏

m=1

p(y
t+m+

∑k−1
k′=1

rk′ |lk)p(Yt+m+
∑k−1

k′=1
rk′ |lk) (30)

R(Li,d) = {r ∈ {1, 2, . . .}Li |
Li∑
k=1

rk = d} (31)

forward message

αt(k) =

t−k+1∑
d′=1

αt−d′(k − 1)p(d′|lk)

·
d′∏

t′=1

p(yt−t′+1, Yt−t′+1|lk) (32)

α0(0) = 1 (33)

HDP-HLM t βt(i)

β∗
t (i) zs(t+1)

Ds(t+1) Dsum
1:s =∑

s′<s Ds′

p(zs = i|y1:T , Y1:T , zs−1 = j, FDsum
1:s

= 1) =

p(i|j)βDsum
1:s

(i)p(yDsum
1:s

, YDsum
1:s

|i) (34)

p(Ds = d|y1:T , Y1:T , zs = i, FDsum
1:s

= 1) =

p(yDsum
1:s +1:Dsum

1:s +d, YDsum
1:s +1:Dsum

1:s +d|d, i, FDsum
1:s

= 1)

· p(d)βDsum
1:s +d(i)

β∗
Dsum

1:s
(i)

(35)

5.

5.1

NPB-DAA ( Prosodic DAA

)
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5.2

70 1

25[msec]

10[msec] 12 MFCC

MFCC

DSAE 8 5 3

9

F0 F0

Robust Epoch And Pitch EstimatoR∗1

5.3
HDP-HLM

αLM = 10.0 γLM = 10.0 weak-limit

35

αWM = 10.0 γWM = 10.0 weak-limit

30

α0 = 200 β0 = 10 MFCC

μ0 = 0 Σ0 κ0 = 0, 01

ν0 = (dimension + 2)

Ft = 0 μ0 = 0 Σ0

κ0 = 100 ν0 = (dimension + 2) Ft = 1

μ0 = 1 Σ0 κ0 = 2 ν0 = (dimension + 2)

100 1

20

5.4

(Adjusted Rand

Index: ARI) ARI

1 0

1 4 Prosodic DAA NPB-DAA

ARI 1 2

Prosodic DAA ARI ARI

Prosodic

DAA NPB-DAA t ARI

ARI 1%

6.

NPB-DAA

1:
ARI ARI

Prosodic DAA 0.370±0.022 0.671±0.054

NPB-DAA 0.261±0.014 0.497±0.072

∗1 REAPER: Robust Epoch And Pitch EstimatoR :
https://github.com/google/REAPER

4:
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[Jusczyk 92] Jusczyk, Peter W and Hirsh-Pasek, Kathy
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and Woodward, Amanda and Piwoz, Julie.:Perception

of acoustic correlates of major phrasal units by young

infants, Cognitive psychology, Vol.24, Num.2, pp.252-

293, 1992

[Taniguchi 16a] Taniguchi, Tadahiro and Nagasaka, Shogo

and Nakashima, Ryo.: Nonparametric Bayesian Dou-

ble Articulation Analyzer for Direct Language Acqui-

sition From Continuous Speech Signals, IEEE Trans.

Cognitive and Developmental Systems, Vol.8, Num.3,

pp.171185, 2016

[Taniguchi 16b] Taniguchi, Tadahiro and Nakashima, Ryo

and Liu, Hailong and Nagasaka, Shogo.: Double ar-

ticulation analyzer with deep sparse autoencoder for

unsupervised word discovery from speech signals, Ad-

vanced Robotics, Vol.30, Num.11-12, pp.770783, 2016

[Tada 17] Tada, Yuki and Hagiwara, Yoshinobu and

Taniguchi, Tadahiro.: Comparative Study of Feature

Extraction Methods for Direct Word Discovery with

NPB-DAA from Natural Speech Signals, Joint IEEE

International Conference on Development and Learn-

ing and Epigenetic Robotics, 2017

[Ozaki 18] Ryo Ozaki and Tadahiro Taniguchi.: Acceler-

ated Nonparametric Bayesian Double Articulation An-

alyzer for Unsupervised Word Discovery, The 8th Joint

IEEE International Conference on Development and

Learning and on Epigenetic Robotics, 2018
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Bayesian Nonparametric Hidden Semi-Markov Mod-
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Deep Neuroevolution

Generating Collective Behavior of a Robotic Swarm
in a Two-landmark Navigation Task with Deep Neuroevolution

∗1
Daichi MORIMOTO

∗1
Motoaki HIRAGA

∗1
Kazuhiro OHKURA

∗2
Yoshiyuki MATSUMURA

∗1
Hiroshima University

∗2
Shinsyu University

Deep reinforcement learning has provided outstanding results in various applications. Deep neural networks are
usually trained by gradient-based methods. However, when deep reinforcement learning is applied to a robotic
swarm, that is composed of many robots, it is difficult to design reward functions that lead to a desired collective
behavior. In this paper, we applied deep neuroevolution, which is a technique to optimize deep neural networks
with artificial evolution, to design controllers of a robotic swarm. Deep neuroevolution is expected to evolve deep
neural networks to different reward/fitness landscapes because it optimizes with population-based and gradient-
free methods. This paper shows that the controllers designed with deep neuroevolution give robustness to different
reward settings compared to deep reinforcement learning.

1.

Swarm Robotics(SR)

[Sahin 2004]

SR

SR

[Brambilla 13]

(Deep

Neural Network,DNN) (Deep

Reinforcement Learning,DRL)

[Mnih 15, Lillicrap 15]

DRL DNN

DRL

Deep Neuroevolution(DNE)

DNE DNN

DNE DNN

DRL DNE

DNN

DRL DNE

2. Deep Neuroevolution

Deep Neuroevolution(DNE) DNN

DRL DNN

DNE

DNN

: morimoto@ohk.hiroshima-

u.ac.jp

1:

DNE [Salimans 17, Such 17]

Saliman

DNN Natural Evolution Strategy

[Salimans 17] Such DNN

Genetic Algorithm

[Such 17] Atari 2600

DRL

3.

3.1

1

6.5m

3.2
2(a)

1m

1
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(a) (b) (c)

2:

3:

1 m/s

4

1 8

128×128 pixels RGB 2(b)

2(c)

LED

3.3
3 DNN

4

4

4 4

64

2

4

Batch Normalization

3.4
DRL DNE

500 1 1000

24 DRL

DNE

rd,i,t = 5× (di,t−1 − di,t)

re,i,t = 5

rc,i,t = −5
(1)

i t rd,i,t

di,t t i

re,i,t
rd,i,t re,i,t

rc,i,t

rd,i,t re,i,t rc,i,t
1 Rt

(i)

Rt =
∑

i

(rd,i,t + re,i,t + rc,i,t) (2)

re,i,t 1

Rt

(ii)

Rt =
∑

i

re,i,t (3)

ε-greedy

1 ε =

1

ε = 0.1

3.5
DRL

DRL DQN[Mnih 15] DQN

Experience replay

×1

32 optimizer RMSpropGraves[Graves 13]

DNE

DNE 1
∑

t Rt

[Such 17]

2

θ ← θ + εσ (4)

θ DNN ε θ

σ

ε

σ=0.02

DNN Batch Normalization

4.

4.1 (i)
4

3

72 DRL

100

DNE 60

DRL

6 7 DRL

DNE

2
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(a) 1000 time steps (b) 2000 time steps (c) 3000 time steps

6: (i) DRL

(a) 1000 time steps (b) 2000 time steps (c) 3000 time steps

7: (i) DNE

(a) 1000 time steps (b) 2000 time steps (c) 3000 time steps

8: (ii) DRL

(a) 1000 time steps (b) 2000 time steps (c) 3000 time steps

9: (ii) DNE

3
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4: (i)

5: (ii)

4.2 (ii)
(i)

5 DRL (i)

(i) DNE (i)

70

(i)

8 9 DRL

DNE (i)

5.

(i) DNE 60

(i)

rc,i,d
re,i,t rd,i,t, rc,i,t

rd,i,t, rc,i,t
1

rd,i,t, 1.0

rc,i,t
rc,i,t

(ii) DRL (i)

re,i,d Experience

Replay

Prioritized Experience Replay

DNE

6.

Deep Neuroevolution

Deep Neuroevolution

Deep Neuroevolution
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deep reinforcement learning, Nature, 518(7540):529,

2015.

[Lillicrap 15] Timothy P Lillicrap, Jonathan J Hunt,

Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval

Tassa, David Silver, Daan Wierstra :Continuous con-

trol with deep reinforcement learning, arXiv preprint

arXiv:1509.02971, 2015.

[Salimans 17] Tim Salimans, Jonathan Ho, Xi Chen, Szy-

mon Sidor, Ilya Sutskever :Evolution strategies as a

scalable alternative to reinforcement learning, arXiv

preprint arXiv:1703.03864, 2017.

[Such 17] Felipe Petroski Such, Vashisht Madhavan,

Edoardo Conti, Joel Lehman, Kenneth O Stanley,

Jeff Clune :Deep neuroevolution: genetic algorithms

are a competitive alternative for training deep neu-

ral networks for reinforcement learning, arXiv preprint

arXiv:1712.06567, 2017.

[Graves 13] Alex Graves:Generating sequences with recur-

rent neural networks, arXiv preprint arXiv:1308.0850,

2013.
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RGoal

Introducing a Call Stack into the RGoal Hierarchical Reinforcement Learning Architecture

∗1
Yuuji Ichisugi

∗1
Naoto Takahashi

∗1
Hidemoto Nakada

∗2
Takashi Sano

∗1
National Institute of Advanced Industrial Science and Technology (AIST), AIRC

∗2
Department of Computer and Information Science, Faculty of Science and Technology, Seikei University

Humans can set suitable subgoals in order to achieve some purposes, and furthermore, can set sub-subgoals
recursively if needed. It seems that the depth of the recursion is unlimited. Inspired by this behavior, we had
designed a hierarchical reinforcement learning architecture, the RGoal architecture. In this paper, we introduce
a call stack into the RGoal architecture to increase reusability of subgoals. We evaluate its performance using a
maze with multi-task setting. The result shows that the convergence speed improves as the maximum stack size
increases.
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1:

1.

1

RGoal

[ 18a] RGoal

MAXQ [Dietterich 00]

1. Subtask sharing:

:

y-ichisugi@aist.go.jp

2. Temporal abstraction:

3. State abstraction:

RGoal 1. (2.2 ) 2.

(2.4 ) 3.

[ 18b]

RGoal

RGoal

[ 18b]

AIXI[Hutter 00]

UCAI[Katayama 18]

DNC(Differentiable Neural Computers)[Graves 16]

MagicHaskeller [Katayama 08]

RGoal

[ 18b]

RGoal

RGoal

1
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2. RGoal

2.1
RGoal [ 18a]

g

g

g

g

Option-Critic [Bacon 17]

RGoal

2.2

[Dietterich 00]

G s g

a π((s, g), a)

Qπ
G((s, g), a)

g

Qπ
G((s, g), a) = Qπ(s, g, a) + V π

G (g) (1)

Qπ(s, g, a) s a

π g

V π
G (g) g

π G

V π
G (g) = Σaπ((g,G), a)Qπ(g,G, a) (2)

Qπ(s, g, a) G

Q

a′ = argmax
a

Q(s, g, a) (3)

2.3
RGoal [ 18a]

RGoal g′

g

s g′

g

s → g → G s → g′ → g → G

QG((s
′, g′), a′)−QG((s, g), a)

= (Q(s′, g′, a′) + Vg(g
′) + VG(g))− (Q(s, g, a) + VG(g))

= Q(s′, g′, a′)−Q(s, g, a) + Vg(g
′) (4)

s′, a′

a

Sarsa

Q

Q(s, g, a) ← Q(s, g, a)

+α(r +Q(s′, g′, a′)−Q(s, g, a) + Vg(g
′)) (5)

[ 18a]

G

2.4

RGoal

Q(s, g, a)

[Sutton 90]

[ 18a]

2.5
Roal [ 18a]

[Kaelbling 93][Sutton 99][Dietterich 00]

2.6
Sarsa

2

3.

3

S G

S G

0

-1

−√
2 -1

RC = −1

2
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1: procedure Episode(S, G, think-flag)

2: s ← S; g ← G

3: stack ← empty

4: Choose a from s, g using policy derived from Q

5: while s �= G do

6: # Take action.

7: if a = RET then

8: s′ ← s; g′ ← stack.pop(); r ← 0

9: else if a is Cm then

10: stack.push(g)
11: s′ ← s; g′ ← m; r ← RC

12: else

13: if think-flag then

14: s′ ← g; g′ ← g; r ← Q(s, g, a)

15: else

16: Take action a, observe r, s′

17: g′ ← g

18: # Choose action.

19: if s′ = g′ then
20: a′ ← RET

21: else

22: Choose a′ from s′, g′

23: using policy derived from Q

24: # Update.

25: if s = g or (think-flag and a is not Cm) then

26: # Do nothing.

27: else

28: Q(s, g, a) ← Q(s, g, a)

29: +α(r +Q(s′, g′, a′)−Q(s, g, a) + Vg(g
′))

30: s ← s′; g ← g′; a ← a′

2: Sarsa

Q [ 18a]
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s = g Q(s, g, a) 0

−50−n (n )

softmax β = 1

α = 0.1

Cm RET

4

[ 18a]

[ 18a]

5 S

S=0 S=1

S

S=100 S=4

S=0

6

T T

S G

2,000,000

1,000

8 S

G

20x19=380 60

4.

RGoal

JSPS JP18K11488

[ 18a] , , , , RGoal Ar-

chitecture:

, 9

(SIG-AGI), 2018.

[ 18b] , , , ,

,

10 (SIG-AGI),

2018.
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Avoiding catastrophic forgetting in echo state networks by minimizing the connection cost

∗1
Yuji Kawai

∗2
Yuho Ozasa

∗1
Jihoon Park

∗1
Minoru Asada

∗1
Institute for Open and Transdisciplinary Research Initiatives, Osaka University

∗2
School of Engineering, Osaka University

Catastrophic forgetting is one of big issues in multi-task learning with neural networks. We propose that min-
imization of the connection cost mitigates catastrophic forgetting in echo state networks. The optimization of
connections in reservoirs can yield neural modules (local sub-networks) that differentiate information flow depend-
ing on tasks. The task-specific neural activities help to consolidate knowledges of the tasks. We showed that this
constraint creates neural modules consisting of negative connections and can improved the performance of multi-
task learning. Furthermore, we analyzed the transfer entropy of inter- and intra-modules to show task-specific
functional differentiation of the modules.

1.

[Meunier 09]

(con-

tinual learning) [Parisi 18]

(catastrophic

forgetting) [McCloskey 89]

[Bongard 11,

Ellefsen 15]

[Clune 13]

Ellefsen et al.

(2015)

: 565-0871

2-1 kawai@ams.eng.osaka-u.ac.jp

(echo state network:

ESN)

ESN

2.

2.1
1

t

N u(t) Win

x(t) =

(x1(t), · · · , xN (t))�

x(t+ 1) = f(Winu(t+ 1) +Wx(t) +Wfby(t)) (1)

W N ×N Win

Wfb y(t)

f W

W0

W = α
W0

ρ(W0)
(2)

ρ(W0) W0

α Ellefsen et al. (2015)

1
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1:

t y(t)

y(t) = Wout(t)x(t) (3)

Wout(t)

t

Wout(t+ 1) = Wout(t) + ΔW(t) (4)

ΔW(t) = R(t)x(t)e(t) (5)

e(t) ESN y(t) yd(t)

e(t) = y(t)− yd(t) (6)

R(t)

R(t) =
1

μ

[
R(t− 1)− R(t− 1)x(t)x�(t)R(t− 1)

μ+ x(t)R(t− 1)x�(t)

]
(7)

μ R(t)

R(0) = (1/δ)I I δ

2.2
ESN W0

W0

ESN

(non-dominated

sorting genetic algorithm II: NSGA-II) [Deb 02]

1. ESN X

2.

ESN Wout

3. 2.

NSGA-II W0 ESN

4. 2. 3. Y

3.

3.1
N 36 6× 6

Win Wfb Wout

W0 [−1, 1] W

α 1.0

• (u(t) = sin
(
πt
10

)
)

1 (yd(t) = u(t+ 1))

• 3 0 1

1

0 1

16

480

μ 0.7

δ 0.1

NSGA-II X 500

Y 1000 80% 80%

1

161 480

NSGA-II

Newman

[Newman 06]

[Schreiber 00]

1 1

10,000

2
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2:

3.2
2 100

3

(a) (b)

4 100

4

4

3

A, B, C

5

C A

B

C

A B

4.

ESN

(a)

(b)

3: 16

4:
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(a) (b) (c) (d)

5: 3

2

5

4

ESN

[Bertschinger 04]

[Fox 05]

JST CREST JPMJCR17A4
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Convolutional Neural Network

Convolutional Neural Network for Image Recognition and Visual Explanation

∗1
Takayoshi Yamashita

∗1
Chubu university

Deep learning technologies in the field of computer vision are gradually introducing into our daily life. These
technologies have been achieved by introducing the methods that improve recognition performance, such as deeper
models, a method of stability training of the deeper model. Moreover, to achieve the productization, the visual
explanation that explains the decision making of deep learning to a user has been proposed. In this paper, we
present a trend of deep learning technologies, which have been used on image recognition methods such as image
classification, object detection, and visual explanation.

1.

Advanced Driver Assistance System (ADAS)

SNS

ADAS

SNS

Deep Convolutional Neural Network (CNN) [Alex 12]

CNN

CNN

CNN

CNN

CNN

CNN

CNN

CNN

CNN

Attention map

CNN

CNN

CNN

CNN
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Residual Learning
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[Zagoruyko 16, Huang 17, Xie 17]
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UNREAL

Adaptive selection of auxiliary tasks in UNREAL

∗1
Hidenori Itaya

∗1
Tsubasa Hirakawa

∗1
Takayoshi Yamashita

∗1
Hironobu Fujiyoshi

∗1
Chubu University

Deep reinforcement learning has a difficulty to solve a complex problem because such problem consists of a larger
state space. To solve this problem, Unsupervised Reinforcement learning and Auxiliary Learning (UNREAL) has
been proposed, which uses several auxiliary tasks during training. However, all auxiliary tasks might not perform
well on each problem. Although we need to carefully design these tasks for solving this problem, it requires
significant cost. In this paper, we propose an additional auxiliary task, called auxiliary selection. The proposed
method can adaptively select auxiliary tasks that contributes the performance improvement. Experimental results
with DeepMind Lab demonstrate that the proposed method can select appropriate auxiliary tasks with respect to
each game tasks and efficiently train a network.
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ResNets ShakeDrop
ShakeDrop Regularization for ResNet Family

∗1

Yoshihiro Yamada
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Masakazu Iwamura
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Koichi Kise
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Osaka Prefecture University

Overfitting is a crucial problem in deep neural networks, even in the latest network architectures. In this paper,
so as to relieve the overfitting effect of ResNet and its improvements (i.e., PyramidNet and ResNeXt), we propose
a new regularization method, named ShakeDrop regularization. ShakeDrop is inspired by Shake-Shake, which is an
effective regularization method but can be applied to only ResNeXt. ShakeDrop is even more effective than Shake-
Shake and can be successfully applied to not only ResNeXt but also ResNet, and PyramidNet. The important
key to realize ShakeDrop is stability of training. Since effective regularization often causes unstable training, we
introduce a stabilizer of training which is an unusual usage of an existing regularizer. Experiments reveals that
ShakeDrop achieves comparable or superior generalization performance to conventional methods.

1.
ResNet [He 16] 100 Convolutional

Neural Network (CNN)
ResNet Residual Block

x G(x) F (·)

G(x) = x + F (x) (1)

ResNet Residual Block (1)
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G(x) = x+F1(x)+F2(x)+ . . . ResNeXt [Xie 17]
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Shake-Shake [Gastaldi 17]
1(b) CNN forward path backward path

Shake-
Shake forward path backward path
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Shake-Shake Residual Block G(x) = x + F1(x) + F2(x)
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Stochastic Depth (ResDrop) [Huang 16]
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(2)

forward path backward path
forward path train-fwd train-bwd

test α β α ∈ [0, 1] β ∈ [0, 1]
α 1 − α 0.5
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(a) ResNeXt [Xie 17] (b) Shake-Shake (ResNeXt + Shake-Shake) [Gastaldi 17]

(c) PyramidNet + “Single-branch Shake.” (d) PyramidNet + ShakeDrop
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ResDrop

ResNet

Single-branch
Shake

Single-branch Shake

ShakeDrop
ShakeDrop pl = 1 − l

2L

bl ∈ B(pl)

∗1 PyramidNet-110 α = 270 Single-branch Shake
CIFAR-100 77.99% .

ResDrop Linear Decay
Rule L l

L l Residual Block ShakeDrop
1(d)

G(x) =

⎧⎪⎨
⎪⎩

x + (bl + α − blα)F (x), in train-fwd
x + (bl + β − blβ)F (x), in train-bwd
x + E(bl + α − blα)F (x), in test.

(4)

α β α ∈ [−1, 1] β ∈ [0, 1]
E(·) α β bl

bl bl = 1
α β (1) bl = 0

G(x) = x+αF (x) G(x) = x+βF (x)
(2)

(bl + α − blα)
ShakeDrop

.

1. Batch Normalization (BN)

2. ReLU

2 EraseReLU
,

[Dong 17].

3.
3.1 ShakeDrop α β

α β

1 α β

B(α = 0 β = 0) PyramidDrop
PyramidNet ResDrop A(α = 1 β =

1) PyramidNet N (α = [−1, 1]
β = 0) O (α = [−1, 1] β = [0, 1])

O
O
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1: CIFAR-100 α β Pyra-
midNet+ShakeDrop Top-1 error 4 (%)

Case A Case B PyramidNet [Han 17]
PyramidDrop [Yamada 16]

Case α β Error (%)
A ( ) 1 1 18.01
B ( ) 0 0 17.74

C 1 0 20.87
D 1 [0, 1] 18.80
E 1 [−1, 1] 21.69
F 0 1 99.00
G 0 [0, 1] 99.00
H 0 [−1, 1] 99.00
I [0, 1] 1 38.48
J [0, 1] 0 19.68
K [0, 1] [0, 1] 18.27
L [0, 1] [−1, 1] 20.61
M [−1, 1] 1 18.68
N [−1, 1] 0 17.28
O [−1, 1] [0, 1] 16.22
P [−1, 1] [−1, 1] 18.26

3.2
ShakeDrop

CIFAR-100 [Krizhevsky 09]

Residual Block (1) G(x) = x + F1(x) + F2(x)
, (Vanilla) ResDrop

Shake-Shake ShakeDrop
G(x) = x + F1(x) + F2(x)

add
2

Type-A Type-B

ShakeDrop EraseReLU
CIFAR-100 2 ShakeDrop

PyramidNet 2
,

Shake-Shake ShakeDrop
Type-A Type-B Type-B

3.3
1800 epoch Cosine Learning

Scheduling [Gastaldi 17] Random Erasing [Zhong 17]
PyramidNet-272 (α = 200) ShakeDrop

CIFAR-10/100 2.31% 12.19%
Vanilla;

3.42% 16.66%

4.
Shake-Shake

ShakeDrop ResNet
CIFAR-100

, ShakeDrop

ShakeDrop

JST CREST #JPMJCR16E1 JSPS
#25240028 #17H01803

[DeVries 17] DeVries, T. and Taylor, G. W.: Dataset Aug-
mentation in Feature Space, in Proc. ICLR Workshop
(2017)

[Dong 17] Dong, X., Kang, G., Zhan, K., and Yang, Y.:
EraseReLU: A Simple Way to Ease the Training of Deep
Convolution Neural Networks, arXiv preprint 1709.07634
(2017)

[Gastaldi 17] Gastaldi, X.: Shake-Shake regularization,
arXiv preprint arXiv:1705.07485v2 (2017)

[Han 17] Han, D., Kim, J., and Kim, J.: Deep Pyramidal
Residual Networks, in Proc. CVPR (2017)

[He 16] He, K., Zhang, X., Ren, S., and Sun, J.: Deep
Residual Learning for Image Recognition, in Proc. CVPR
(2016)

[Huang 16] Huang, G., Sun, Y., Liu, Z., Sedra, D., and
Weinberger, K.: Deep Networks with Stochastic Depth,
arXiv preprint arXiv:1603.09382v3 (2016)

[Krizhevsky 09] Krizhevsky, A.: Learning multiple layers
of features from tiny images, Technical report, Univ. of
Toronto (2009)

[Xie 17] Xie, S., Girshick, R., Dollár, P., Tu, Z., and He, K.:
Aggregated Residual Transformations for Deep Neural
Networks, in Proc. CVPR (2017)

[Yamada 16] Yamada, Y., Iwamura, M., and Kise, K.:
Deep Pyramidal Residual Networks with Separated
Stochastic Depth, arXiv preprint arXiv:1612.01230
(2016)

[Zagoruyko 16] Zagoruyko, S. and Komodakis, N.: Wide
Residual Networks, in Proc. BMVC (2016)

[Zhong 17] Zhong, Z., Zheng, L., Kang, G., Li, S., and
Yang, Y.: Random Erasing Data Augmentation, arXiv
preprint arXiv:1708.04896 (2017)
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2: CIFAR-100 Top-1 error (%). 1 + 4 . ∗ [Han 17]
.

(a) Residual Block G(x) = x + F (x) (ResNet, ResNeXt, PyramidNet)

Methods Regularization Error (%)

ResNet-110
<Conv-BN-ReLU-Conv-BN-add>

Vanilla +25.38
ResDrop +22.86

ShakeDrop +21.81

ResNet-164 Bottleneck
<Conv-BN-ReLU-Conv-BN-ReLU-Conv-BN-add>

Vanilla 21.96
ResDrop 20.35

ShakeDrop 19.58

ResNeXt-29 8-64d
<Conv-BN-ReLU-Conv-BN-ReLU-Conv-BN-add>

Vanilla 20.25
ResDrop 20.28

ShakeDrop 18.66

PyramidNet-110 α270
<BN-Conv-BN-ReLU-Conv-BN-add>

Vanilla +18.01
ResDrop +17.74

ShakeDrop +15.78

PyramidNet-272 Bottleneck α200
<BN-Conv-BN-ReLU-Conv-BN-ReLU-Conv-BN-add>

Vanilla *16.35
ResDrop 15.94

ShakeDrop 14.96

(b) Residual Block G(x) = x + F1(x) + F2(x) (ResNeXt)

Methods Regularization Error (%)

ResNeXt-164 2-1-40d Bottleneck
<Conv-BN-ReLU-Conv-BN-ReLU-Conv-BN-add>

Vanilla 21.75
ResDrop Type-A 20.44
ResDrop Type-B 20.21

Shake-Shake 22.51
ShakeDrop Type-A 19.19
ShakeDrop Type-B 18.66

ResNeXt-29 2-4-64d Bottleneck
<Conv-BN-ReLU-Conv-BN-ReLU-Conv-BN-add>

Vanilla 99.00
ResDrop Type-A 20.13
ResDrop Type-B 19.01

Shake-Shake 18.82
ShakeDrop Type-A 18.49
ShakeDrop Type-B 17.80
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Neural 3D Mesh Renderer

加藤 大晴 ∗1
Hiroharu Kato

牛久 祥孝 ∗2
Yoshitaka Ushiku

原田 達也 ∗1∗2
Tatsuya Harada

∗1東京大学
The University of Tokyo

∗2理化学研究所
RIKEN

We introduce our paper “Neural 3D Mesh Render” presented at CVPR and MIRU last year. In this work,
we proposed a novel renderer that takes a 3D mesh, light, and camera setting and outputs an image. Because
“back-propagation” is defined in our renderer, it can be used as a layer of deep neural networks. By using it, we can
pass the gradient of a loss into a 3D space through renderer and optimize components there. In experiments, we
demonstrated the effectiveness of our renderer by applying it to view-based training of single-view 3D reconstruction,
2D-to-3D style transfer, and 3D DeepDream. We also introduce some papers that use our renderer for other
problems.

1. はじめに
本発表は既発表論文 [Kato 18] の紹介である．
2次元画像を受け取り，その背後の 3次元世界における何か

を推定（最適化）することは，コンピュータビジョンにおける
本質的な課題のひとつである．画像を元に 3 次元構造を推定
するタスクはその直接的な例であるが，シーン理解，ポーズ認
識などの多くのタスクについても間接的に画像の 3 次元構造
の推定が必要とされる．
近年では，深層学習によってパイプライン全体を一気通貫

学習するアプローチが広く用いられている．ここでたとえば，
画像を受け取りそこに映る物体の 3 次元モデルを出力する再
構成器を，2次元画像のみを用いて訓練することを考える．目
的関数として「出力された 3次元モデルが，2次元に再投影さ
れたときに，正しい画像と同じように見えるか」という規準を
用いる．そのようなパイプラインを図 1 (上) に示す．このパ
イプラインを一気通貫学習するためには，2次元画像上で定義
される目的関数の勾配が，3次元モデルを 2次元へ投影するレ
ンダラーを通じて 3次元世界へと流れ込まなければならない．
また，図 1 (下) に示す「3次元モデルを，2次元画像上で定義
されたスタイルの類似性を高めるように最適化する」というパ
イプラインについても同様の処理が必要となる．
この「2次元画像への投影」を深層学習に組み込むことは，ボ

クセルと呼ばれる 3D表現については行われてきた [Yan 16]．
しかし，ボクセルはピクセルを 3次元に拡張したものであり，
メモリ使用量が解像度の 3 乗に比例して大きくなるという問
題がある．本研究では，3次元表現として頂点と面の集合から
成るメッシュを対象に，深層学習に組み込めるレンダラーを提
案する．通常のレンダラーには，各ピクセルごとに色をサンプ
リングするラスタライズと呼ばれる過程において，ピクセル色
を頂点座標で微分すると常にゼロとなり勾配が流れないという
問題があるため，本研究ではラスタライズに疑似的な勾配を定
義することによってそれを解消する．

2. 提案手法の概略
レンダラーは，3Dモデル，照明情報，カメラ情報を受け取

り，画像を出力する．この処理は頂点座標の変換やラスタライ
ズなどから成るが，ラスタライズを除くほとんどの処理は微分
が自然に定義されるため，勾配を特別に考える必要はない．

連絡先: {kato,ushiku,harada}@mi.t.u-tokyo.ac.jp

Mesh 

Generator

3D Mesh

Backprop

Silhouette

Neural

Renderer

Image

Style Image New Mesh

3D Mesh Ground-truth

Image

Loss
Backprop

Loss

Neural

Renderer

図 1: Pipelines for single-image 3D mesh reconstruction

(upper) and 2D-to-3D style transfer (lower).

図 2 (a) のように，1枚のポリゴンのみから成るシーンを考
える．ラスタライズでは，ピクセルがポリゴンと重なるとき，
ピクセルがそのポリゴンの色で塗られる．図 2 (b) はピクセル
Pj の色 Ij とポリゴンの頂点の座標 xi の関係を示している．
頂点 xi が右に動くと，ポリゴンが Pj に衝突したときにその
ポリゴンの色が変わる．図 2 (c) はこの関数の微分値を示し，
これはほぼ常にゼロであるため誤差逆伝播がうまく機能しな
い．そこで本研究では，逆伝播時にのみ図 2 (b) ではなく図 2

(d) のような関係が成立しているとみなし，その傾きを勾配と
する．これによって逆伝播時に「頂点がどちらに動くとピクセ
ルの色がどう変わりそうか」という情報を伝えることができ，
レンダラーを含むパイプラインの一気通貫学習が可能となる．

3. 実験
3.1 単一画像 3次元再構成
図 3 および表 1 は，図 1 (上) のパイプラインを用いて三

次元再構成器を訓練する実験の結果である．データセットは
ShapeNet を使用した。メッシュの生成は，予め定義した球の
頂点を移動させることによって実現する．適切に 3次元再構成
が行えていることから，2次元画像上でシルエットを比較する

1
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(a) Example of mesh & pixels

(b) Standard rasterization

(c) Derivative of (b)

(d) Modification of (b)

(e) Derivative of (d)

Forward pass of 

proposed method

Backward pass of 

proposed method

No gradient flow

Blurred image

図 2: Illustration of our method. vi = {xi, yi} is one vertex

of the face. Ij is the color of pixel Pj . The current position

of xi is x0. x1 is the location of xi where an edge of the face

collides with the center of Pj when xi moves to the right.

Ij becomes Iij when xi = x1.

Retrieval [Yan 16] Voxel [Yan 16] Mesh (ours)

0.4766 0.5736 0.6016

表 1: Reconstruction accuracy measured by voxel IoU.

Higher is better. Our mesh-based approach outperforms

the voxel-based approach [Yan 16] in 10 out of 13 categories

in ShapeNet.

目的関数の勾配がレンダラーを通じて適切に三次元再構成器へ
と流れていることがわかる．また，我々の手法で得られるメッ
シュにはノイズボクセルに表れるような粗いノイズがなく，ま
た再構成の定量的な性能もボクセルを用いる場合を上回る．

3.2 2次元画像から 3次元モデルへのスタイル転移
図 4 は，図 1 (下) のパイプラインを用いて 2次元の画像の

スタイルを 3 次元モデルへと転移する実験の結果である．ス
タイルの類似性の計算には [Gatys 16] を用いた．
図からは，ウサギのテクスチャ画像にスタイル画像の色が転

移していることや，ティーポットのふたの形が円形からスタイ
ル画像のように直線的な形へと変化していることが読み取れ
る．これは，提案したレンダラーを用いることでスタイルに関
する情報を 2次元画像の空間から 3次元画像の空間へと適切
に流し込めることを示している．

4. まとめ
本研究では深層学習に組み込むことのできるメッシュのレン

ダラーを提案し，単一画像 3次元再構成と，画像から 3次元
モデルへのスタイル転移でその効果を検証した．
提案したレンダラーの応用可能性は本論文で示したものに

留まらない．既に画像集合からのテクスチャ付きの 3 次元モ
デルの再構成 [Kanazawa 18]や 3次元再構成を経由した画像
の編集 [Yao 18]などへと応用されており，今後も様々なタス
クへと広がってゆくことが期待される．本研究のソースコード
はオンラインで公開している ∗1．

∗1 https://github.com/hiroharu-kato/neural_renderer

図 3: 3D mesh reconstruction from a single image. Results

are rendered from three viewpoints. First column: input

images. Second column: mesh reconstruction (proposed

method). Third column: voxel reconstruction [Yan 16].

図 4: 2D-to-3D style transfer. The two left images represent

initial state of a 3D model and style respectively. The style

images are Thomson No. 5 (Yellow Sunset) (D. Coupland,

2011) and Portrait of Pablo Picasso (J. Gris, 1912).

参考文献
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age style transfer using convolutional neural networks, in

CVPR (2016)
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and Malik, J.: Learning Category-Specific Mesh Recon-
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[Kato 18] Kato, H., Ushiku, Y., and Harada, T.: Neural 3d

mesh renderer, in CVPR (2018)

[Yan 16] Yan, X., Yang, J., Yumer, E., Guo, Y., and

Lee, H.: Perspective transformer nets: Learning single-

view 3d object reconstruction without 3d supervision, in

NIPS (2016)

[Yao 18] Yao, S., Hsu, T. M., Zhu, J.-Y., Wu, J., Tor-

ralba, A., Freeman, B., and Tenenbaum, J.: 3D-aware

scene manipulation via inverse graphics, in NIPS (2018)
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Between-class Learning for Image Classification

床爪 佑司 ∗1
Yuji Tokozume

牛久 祥孝 ∗1
Yoshitaka Ushiku

原田 達也 ∗1∗2
Tatsuya Harada

∗1東京大学
The University of Tokyo

∗2理化学研究所
RIKEN

We introduce our paper “Between-class Learning for Image Classification” presented at CVPR and MIRU last
year. In this paper, we propose a novel learning method for image classification called between-class learning (BC
learning). We generate between-class images by mixing two images belonging to different classes with a random
ratio. We then input the mixed image to the model and train the model to output the mixing ratio. BC learning
has the ability to impose constraints on the shape of the feature distributions, and thus the generalization ability
is improved. As a result, we achieved 19.4% and 2.26% top-1 errors on ImageNet-1K and CIFAR-10, respectively.

1. はじめに
本発表では，CVPR 2018で発表した論文 [Tokozume 18a]

について，先駆けとして ICLR 2018 で発表した論文
[Tokozume 18b] の内容と合わせて紹介する．
音や画像の認識において，深層学習を用いた手法が高い性

能を発揮している．深層学習は，線形分離不可能なデータ空間
から線形分離可能な特徴空間への関数を学習する．限られた学
習データから出来る限り判別的な特徴空間を学習することが，
深層学習における重要な課題である．
そこで本研究では，限られた学習データから判別的な特徴空

間を学習できる，深層ニューラルネットワークの新しい教師付
学習手法を提案する．新しい教師付学習手法には，ネットワー
ク構造や正則化等の従来の学習技術に影響を与えないこと，限
られた学習データを効率的に使えること，判別的な特徴空間を
学習できること，の 3つが求められる．
ここで，判別的な特徴空間とはどのようなものだろうか．ま

ず，クラス間の Fisher’s criterion [Fisher 36] が大きい特徴空
間は判別的である．Fisher’s criterion とは，クラス内分散に
対するクラス間距離の比のことであり，2つのクラスがどの程
度判別的であるかを表す指標である．また，各クラスが無相関
な特徴空間は判別的である．識別タスクでは各クラスを等価に
扱う必要があるため，特徴空間において各クラスが等間隔に並
んでいることが望ましい．本研究ではこれら 2 つを判別的な
特徴空間の要件とする．
従来の教師付学習では，学習データセットから単一の学習

データを選択し，対応するクラスは 1，それ以外は 0を出力す
るようにニューラルネットワークを学習していた．このような
学習手法では，特徴空間において各クラスが線形分離可能であ
れば罰則が与えられないので，特徴空間が判別的になる保証は
無い．本研究ではこの問題を解決する学習手法を提案する．

2. Between-class Learning

2.1 概要と効果
本研究では，深層ニューラルネットワークの新しい教師付学

習手法として，between-class learning (BC learning) を提案
する．BC learningでは，以下の手順でモデルを学習する．

• 異なるクラスに属する 2つのデータを選択する．
• それらをランダムな比率で合成し，モデルに入力する．
• 合成比率を出力するようにモデルを学習する．

図 1: BC learningによる Fisher’s criterionの増大．

図 2: BC learningによる各クラスの無相関化．

BC learningは，従来の学習技術に影響を与えない．また，デー
タの合成によって学習データのパターン数が増えるため，限ら
れた学習データを効率的に使うことができる．さらに，判別的
な特徴空間を学習できる効果がある．その理由を以下に示す．
効果 1. Fisher’s criterionの増大 図 1 (左) のように，特
徴空間においてクラス A, B間の Fisher’s criterionが小さい
場合を考える．クラス A, Bに属するデータをある比率で合成
してモデルに入力した際に，その特徴量分布 (桃色) はクラス
A, B のいずれかの特徴量分布と重複することが予想される．
このとき，合成するデータの組み合わせによっては，合成した
データがいずれかのクラスに分類されてしまい，モデルが合
成比率を出力することができない．そのため，BC learningを
行った場合の損失が大きい．一方，図 1 (右) のように Fisher’s

criterionが大きい場合，重複が発生しないため，BC learning

による損失が小さい．学習は損失が小さくなる方向に進むため，
BC learningによって図 1 (右) のような Fisher’s criterionが
大きい特徴空間が学習される．
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表 1: CIFAR-10, CIFAR-100における実験結果．

誤識別率 (%)

モデル 学習手法 CIFAR-10 CIFAR-100

11 層 CNN
Standard 6.07 ± 0.04 26.68 ± 0.09
BC (ours) 5.40 ± 0.07 24.28 ± 0.11
BC+ (ours) 5.22 ± 0.04 23.68 ± 0.10

ResNet-29
Standard 4.24 ± 0.06 20.18 ± 0.07
BC (ours) 3.75 ± 0.04 19.56 ± 0.10
BC+ (ours) 3.55 ± 0.03 19.41 ± 0.07

ResNeXt-29
Standard 3.54 ± 0.04 16.99 ± 0.06
BC (ours) 2.79 ± 0.06 18.21 ± 0.12
BC+ (ours) 2.81 ± 0.06 17.93 ± 0.09

DenseNet
Standard 3.61 ± 0.10 17.28 ± 0.12
BC (ours) 2.68 ± 0.03 16.36 ± 0.10
BC+ (ours) 2.57 ± 0.06 16.23 ± 0.07

Shake-Shake
Standard 2.86 15.85
BC (ours) 2.38 ± 0.04 15.90 ± 0.06
BC+ (ours) 2.26 ± 0.01 16.00 ± 0.10

効果 2. 各クラスの無相関化 図 2 (左) のように特徴空間に
おいて各クラスに相関がある場合，クラス A, Bの合成物がク
ラスCに分類されるケースが発生するため，BC learningの損
失が大きい．一方，図 2 (右) のように各クラスに相関がない
場合，クラス A, Bの合成物がクラス Cに分類されないため，
BC learningの損失が小さい．よって，BC learningによって
図 2 (右) のような各クラスが無相関な特徴空間が学習される．

2.2 環境音識別への適用 ∗1

音はデータ同士を合成しても音として成り立つため，BC

learning が有効であると考えられる．選択された 2 つの学習
データをそれぞれ x1, x2 とし，それらの one-hotラベルをそ
れぞれ t1, t2 とする．また，合成比率 r を一様分布 U(0, 1)

から生成する．ラベルの合成は単純に r t1 +(1− r) t2とする．
一方，データの合成は，同様に r x1 + (1− r)x2 とするのが
単純であるが，x1, x2 それぞれの音圧レベル G1, G2 (dBA)

の差を考慮した以下の合成式を提案する．
px1 + (1− p)x2√

p2 + (1− p)2
where p =

1

1 + 10
G1−G2

20 · 1− r
r

(1)

2.3 画像識別への適用
画像を合成することは直感に反するが，画像データは x軸と

y 軸に沿った波であると考えられるので，環境音と同様に BC
learningが有効であると考えられる．先程と同様に x1, x2, t1,
t2, r を定義する．ラベルの合成は単純に r t1 + (1− r) t2 と
する．データの合成は，同様に r x1 + (1− r)x2 とするのが
単純であるが，x1, x2 からそれぞれの平均値 μ1, μ2 を引いて
ゼロ平均にしたのちに，環境音と同様に合成することを提案す
る．音圧レベルの代わりに各画像の標準偏差 σ1, σ2 を用いた
以下の合成式を提案する．前者の単純な合成方法を BC，後者
を BC+と呼ぶことにする．

p (x1 − μ1) + (1− p) (x2 − μ2)√
p2 + (1− p)2

where p =
1

1 + σ1
σ2

· 1− r
r

(2)

3. 実験
一般物体画像データセット CIFAR-10, CIFAR-100, および

ImageNet-1Kを用いて学習・評価を行った．まず，CIFAR-10,

CIFAR-100における実験結果を表 1に示す．多くの条件にお
いて，BC learningによって識別性能が向上した．また，BC+

の方が BC よりも性能が高い傾向にあった．特に CIFAR-10

において 2018年 1月現在の世界最高性能 2.26%を達成した．
∗1ICLR 2018 で発表した内容．
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図 3: ImageNet-1Kにおける実験結果．破線は 100 epoch，実
線は 150 epochでの実験結果．

Standard learning BC learning (ours)

図 4: BC learningによって学習された特徴空間の可視化．

次に，ImageNet-1K における実験結果を図 3 に示す．BC

learning によって最終的な誤識別率が 20.4%から 19.4%へ約
1%向上した．BC learningは大規模なデータセットに対して
も有効であることが示された．

CIFAR-10で学習した 11層CNNの特徴空間（第 10層）を
PCAを用いて可視化した結果を図 4に示す．BC learningに
よって学習された特徴空間は，各クラスが球状にまとまってい
ることが分かる．また，2クラス間の Fisher’s criterionの平
均値も，BC learningの方が大きかった．BC learningによっ
て判別的な特徴空間が学習されたといえる．

4. 結論と今後の展望
本研究では，between-class (BC) learningという深層ニュー

ラルネットワークの新しい教師付学習手法を提案した．実験の
結果，BC learningによって画像の識別性能が大きく向上する
ことが示された．BC learningは，音や画像以外のモダリティ
のデータの識別や，識別以外のタスクにも応用が期待される，
非常に汎用性の高い技術である．また，考え方がシンプルで実
装も容易であり，実用性も高い．さらに，理論的考察の余地も
あり，今後さらなる研究がなされると考えられる．

参考文献
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A Generative Framework for Creative Data Based on the Generative Adversarial Networks

∗1
Riku Fujimoto

∗1
Takato Horii

∗1
Tatsuya Aoki

∗1∗2
Takayuki Nagai

∗1
The University of Electro-Commnications

∗2
Osaka University

In this research, we propose a framework to generate creative data simulating the creation process. This frame-
work generates new and valuable high dimensional data. The characteristics of this framework are two points, a
mixed generator and self-generated data learning. The mixed generator makes it possible to generate new data by
loss function of regularization by Feature matching and entropy. In self-generated data learning, expressive ability
to generate higher value data is acquired by using highly valued generation data as learning data.The framework
for generating new and valuable data by combining these two methods is called ”Deep Creative Model(DCM)”.
In the experiments, MNIST was used as learning data, learning a framework to set alphabet images as valuable
images. As learning progresses, it was possible to gradually generate images close to the shape of the alphabet,
and it was confirmed that it is possible to generate creative data with DCM.
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2

[Sternberg 99]

(GAN)[Goodfellow 14] Variational Auto

Encoding(VAE)[Kingma 13] Glow[Kingma 18]
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min
G

max
D

V (D,G)

= (Ex∼Px log(D(x)) + Ez∼Pz log(1−D(G(z))))
(1)

2.2

(5) GAN PG = Px

( 1(a))

PG �= Px

GAN

Dai[Dai 17]

GAN

LG

LG =−H(G(z)) + Ex∼PG logP (x)I[P (x) > ε]

+ ||Ez∼Pzf((G(z))− Ex∼Pxf(x)||2
(2)

Feature matching[Salimans 16]

Feature matching

Feature matching

PG < Px PG > Px

Feature matching

Zhao[Zhao 16]

pull-away N

G(zi i (3) LPT
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1
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(
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)2

(3)
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5:

6:

DCM

DCM

5.

.

2

Feature matching

MNIST

JST CREST(JPMJCR15E3)
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Modeling of prejudice eyes by designers 

 

 *       *     *      *  

Ryuichi Ishikawa             Kou Izumi      Hidekazu Hayashi       Hiroyuki Fukuda 

 *1  *2  
 Dentsu Digital Inc Dentsu Inc 

Abstract: Research based on human aesthetic sense has been done many times, but that is the theme of this research. In this 
study, we conducted an experiment to model the aesthetic sense of designers using convolution neural network (CNN) and 
gradient boost decision tree (GBDT). Moreover, in the proposed method, accuracy was improved by adding colors and 
character data extracted from other than CNN as new features. The effectiveness of the proposed method was verified by 
multiple patterns and confirmed.  
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Analyzing Gestures in Real-World Werewolf Game 

 *1 *2 
 Shutarou Takayama  Hirotaka Osawa 

*1  
Collage of Engineering Systems, School of Science and Engineering, University of Tsukuba 

*2  
Faculty of Engineering, Information and Systems, University of Tsukuba 

 

Nowadays, werewolf game has been studied in the context of communication games and incomplete information games. 
Werewolf game is expected to be used as a training method of communication because it has communication elements such as 
persuasion both in verbal and non-verbal aspects. However, there is little quantitative analysis for non-verbal communication 
factors in werewolf game which contribute for persuasion. The authors expect that it is necessary to investigate the influence 
of non-verbal information for clarify the mechanism of communication in werewolf game. In this study, the author gathered 
several human gestures and investigated the influence on the result of the game. The several parameters are arms degree, hands 
movement distance etc. The results suggest several persuasive non-verbal gestures in werewolf game. For example, arms degree 
shows how much influence on discussion in the game. It is suggested that initiative of betrayer or seer influences the result of 
werewolf game.  
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“Goodness” analysis of a Werewolf Game’s player based on a biological signal

Hirotaka Yamamoto Nagisa Munekata

Kyoto Sangyo Univercity

We attempted to analyse ”goodness” of a game player by measuring a biological signal of each player during
a five-player werewolf game. First, we focused on some periods as important game events since we observed
simultaneous increase of electro dermal activities of multi players at these periods. Second, we compared electro
dermal activities between high winning players and others at the important events. As a result, an unique tendency
was confirmed in only electro dermal activities of the good players. This result would be expected to contribute
toward designing of strategy in Werewolf AI.
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5  
Simulation of Strategic Evolution in 5-player Werewolf 

   
 Atsushi Takeda Fujio Toriumi  

 
The University of Tokyo 

In recent years, the game “Werewolf” has been drawing attention in the field of Artificial Intelligence. In this paper, we 
propose a method to simulate the evolution of strategy in order to investigate whether a strategy that always dominates other 
strategies is discovered in the 5-player werewolf regulation in future AI Wolf Competition. As a result of the simulation, we 
found that we can not reach a strategy that always has a dominant advantage, and eventually the strategy will continue to change 
periodically. 
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協調パターンタスクの行動実験に基づいたシミュレーション分析
���������	 
	������ ���� �	 ���������� ��������	� �� ����������� ������	 ����

渡邊紀文 ��

�������� 	
�
�
�

糸田孝太 ��

���
 ����


��武蔵野大学
���
����� ����������

��慶應義塾大学
���� ����������

�� ���� � �������	 �
��	���� ���� �����	 ���� ����	����� �����	����� �������	� ���� 	����	� ������
��������� �� ����� �������� �� ������� ������ �� �� ���� ������� ��	������� �� ������ �����	����� ������
����������� � ���� 	����	��� �� ����	����� � ���� ����� ���� ���� ��	�� ��	������� � !	���� ��������!� !��� "
�	��	��� ��������!� �� !����	 ����#� ��	��� �����	 ���������!� �� ��� ������� ����� �	����� ��� ��	����
�� ����������

�� はじめに
我々は他者とのコミュニケーションにおいて，他者の行動か

らその意図および次に行われるであろう行動を推定し，それに
あわせる形で自己の行動を決定する．このような協調行動は $

対 $ のコミュニケーションにおいては，他者の行動に信頼を
おいて次の行動戦略を決定することが多いが，協調すべき他者
が複数存在する場合は，着目すべき他者を選択および順位付け
をし，順番に意図を推定して協調すべき他者を決定すると考え
られる．具体的にはサッカーやハンドボールといったゴール型
ボールゲームにおいては，自身が敵に囲まれたときに，周囲に
存在するチームメイトの中からパスを受け取りゴールに近づ
くことが出来る選手を複数選択し，それぞれのパス成功確率お
よび次に行うであろう行動意図を推定する．更にゴールに繋が
るまでの協調パターンを評価し，最も得点に繋がるパターンを
選択して，そこに存在する選手にパスを出すと考えられる．こ
のような協調パターンを人間がどのように評価しているのか，
また人間と協調パターンを形成するエージェントにはどのよう
な行動戦略モデルを構築すべきかを明らかにするため，本研究
では協調パターンタスクの行動実験に基づいたモデル構築とシ
ミュレーション分析を行う．

�� 先行研究
他者の意図・信念状態の表現及び意図推定の深さに関しては，

誤信念課題に見られるような他者の知識としての信念表現 %$&や，
またより工学的な立場からは '(�)'���� "(���	�"������*モ
デルに見られるような信念 )����� *，願望 )����	�*，意図 )�"

�����*の三つの主要なパラメータによる認知過程の説明が行
われてきた %+&．近年では確率モデルを用いて人間の意図の推定
を逆計画 )	���	�� �����*の問題として扱う研究 '������

,���	� � -��%.&や，強化学習モデルを用いた様々な深さの
意図を持つエージェントによる協調課題の研究 %/&があり，意
図を扱う問題に対するエージェントベースアプローチの有効
性が示されている．意図推定の対象とすべき他者の選択では，
見えない他者への信念に関する研究 %0&なども行われている．

連絡先1 渡邊紀文，武蔵野大学データサイエンス学部，東京都
西東京市新町 $"$"+2，�	�����3��������"�������

�� 協調パターンタスク
これまで我々は，協調課題パターンタスクの開発及び複数人

で実験できるシステムの構築を行い，人のみ /人で構成された
小集団における行動実験を通じて被験者の行動を分析した %4&．
パターンタスクでは同時に /人が参加をし，+次元グリッド

ワールドで非言語コミュニケーションのみで協調し共通の目標
を達成する事を目的とする．それぞれの被験者はグリッドワー
ルド上の円形のコマを操作し，各ステップにおけるお互いの行
動をもとに他者の意図を推定し，目標となるパターンを形成す
る（図 $）．目標とするパターンは相対位置関係で表現する図
形であり，/つのコマの内 .コマで構成される．そのため各被
験者はパターン形成に関与するコマを選択して行動をする必
要がある．なおパターンは平衡移動した座標でも達成と認める
が，回転や反転した座標は認めない．

図 $1 被験者が移動するグリッドワールド（左）．大きい円の
コマで各被験者のそれぞれの位置を示し，小さい円によって一
ステップ前に被験者がどこにいたのかを表示している．目標と
なるパターン（右）．

他者との意図の調整について分析をしたところ，課題中の
序盤や終盤での調整の違いによって目標パターン到達の進度が
変化するという結果を得た．また最適なステップで目標に到達
する行動を被験者が仮定することで，意図の誤推定を防止する
という方策を持つことが示唆された．そこで次にパターン選択
における被験者の戦略について分析した．

�

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3F3-OS-14a-04



��� パターン選択の戦略
行動実験より，被験者が想定するパターンと他者のパターン

との関係について，序盤で各被験者は新規パターンを想定して
いるが，全員の意図が一致をする時には一部の被験者が自身
の目標パターンを変更し，最終的には全員一致した状態でそ
れぞれのパターンを継続して推定するという結果が得られた．
具体的には被験者が選択するパターンに次の � つの関係がみ
られた．

戦略 � 前ステップの自分が選択したパターンを選択

戦略 � 前ステップで他者が選択したパターンを選択

戦略 � �� � とは異なる新規のパターンを選択

これらの � つの戦略に基づいて，被験者のパターン選択過
程を分析したところ，タスク初期では戦略 �の新規のパターン
を選択し，その後は被験者のうち一人が他の被験者が選択して
いるパターンに合わせるという戦略の変化が見られた．このよ
うな戦略の変化は試行前半で共通合意に至る場合と，後半で一
致する場合に分けられ，少ないステップ数で目的パターンを達
成できている多くの場合では，序盤に行動意図が分かるような
明示的な行動を取り，それに対して他者が合わせる事が多く見
られた．この結果より，全員が協調する事を促す本パターンタ
スクにおいては，自己の行動意図をできるだけ分かりやすい形
で他者に提示し，各状況において最も全体の到達ステップが短
くなるような目標パターンを選択する．更に選択可能なパター
ンの中から多数決をとり，多くの被験者が取っているパターン
を優先して選択するという行動戦略が考えられる．この結果か
ら得られた集団での行動戦略を元に，エージェントモデルを構
築した．

�� シミュレーション分析
�章での分析結果を元に構築したエージェントモデルを，パ

ラメータの違いにより複数用意し，シミュレーションを行う事
で，最も被験者の行動を説明できるモデルを検証する．エー
ジェントの条件は次のように設定した．

ランダム選択 �体のエージェントから最短経路で到達するパ
ターンに関与するエージェント �体をランダムに選択し，
入っていない場合はランダムな方向へ移動

自己優先選択 最短経路で到達するパターンの中から，自分が
含まれているパターンを優先して選択

他者エージェントの推定 他者エージェントの �ステップ前の
行動から目標とするパターンを推定し，それらの中から
最も多く選択されているパターンを選択

シミュレーションでは初期位置と初期目標パターンを ���回
ずつランダムに用意し，それぞれの目標パターン到達ステップ
数を「ランダム選択」と「自己優先選択」行動選択と，「他者
エージェントの推定」の有無の組み合わせ条件によって比較
した．ステップ数を比較した結果を図 	 に示す．「ランダム選
択」および「自己優先選択」ともに，「他者エージェントの推
定」を行った場合の平均到達ステップ数（�
�および 	
�）は
減少した．更に「ランダム選択 ��
�）」と比較し，「自己優先選
択（	
�）」の戦略をとった場合がステップ数が少なかった．
「他者エージェントの推定」を選択した場合は，該当のエー
ジェントとその行動から目標パターンを推定するため，その

図 	� 目標パターン到達のステップ数の比較．�
��ランダム選
択他者エージェントの推定無，�
��ランダム選択他者エー
ジェントの推定有，	
��自己優先選択他者エージェントの推
定無，	
��自己優先選択他者エージェントの推定有．

エージェントが含まれている目標パターンを優先的に選択し，
「自己優先選択」他者にも仮定する事になる．そのため他者の
次のステップの行動選択と合致する事により，到達ステップ数
は大幅に減ると考えられたが，そのような結果は得られていな
い．この原因としては，多数決の結果が複数存在した時に，そ
の中からランダムに選択していたことが影響していると考えら
れる．

�� おわりに
本研究では協調パターンタスクの行動実験に基づき，「ラン

ダム選択」「自己優先選択」「他者エージェントの推定」の �つ
の戦略を持つエージェントモデルを作成した．シミュレーショ
ン結果より．「自己優先選択」および「他者エージェントの推
定」の両戦略を持つエージェントが最も早く目標パターンに到
達することができ，人間の行動実験と同様の結果が得られた．
ただし本結果の差異は想定していた結果よりも小さいため，今
後各ステップでの人間の行動選択との比較など詳細な分析が必
要である．
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3者間人狼における他者の投票行動を考慮した戦略の検討
Analyis of Strategies in Werewolf Game by 3 Players

Considering Voting Behaviour of Other Players

玉井 日菜子
Hinako Tamai

奈良女子大学大学院 人間文化研究科 博士前期課程 情報衣環境学専攻
Department of Computer Science and Clothing Environment,

Graduate School of Humanities and Sciences, Nara Women’s University

In this research, based on the Utterance model in Werewolf Game by 3 Players of the previous research, we
examined the strategy of reasonable voting behavior when anticipating the voting behavior of others. As a result,
we found that a strategy which is quite different from the voting behavior which is considered reasonable when
not considering the voting behavior of others is obtained. In addition, we found that the same strategy appears at
regular intervals when the estimation of the voting behavior of others is repeated.

1. はじめに
近年、人狼ゲームに関する研究は盛んに行われている。人

狼ゲームとは、対話型のコミュニケーションによって進行する
不完全情報ゲームである。その特徴から、人工知能のための標
準問題としての可能性が検討されている [篠田 14]。従来研究
では、人狼ゲームをプレイする人工知能が挙げられ、強い人狼
エージェントも現れている。既存の人狼エージェントでは強化
学習を使用したものが多いが、論理的思考に着目したものは少
ない。一方で [大澤 14]において、人狼におけるエージェント
の推論モデルとして、各エージェントの信念や意図などを明示
的に表現できる BDI モデルの利点が指摘されており、また、
BDI論理を用い、実際の人狼ゲームで行われている複雑な推
論を記述する例が示されている。そこで、我々は BDI論理に
基づいた論理的思考を戦略決定に用いる人狼エージェントの実
現を目指している。しかし、実際の人狼ゲームでの推論は多彩
かつ複雑であるため、エージェントに組み込める形にするには
人狼ゲームの論理的分析が必要となる。
論理的分析を行っている例として、[大澤 16]が挙げられ、人

狼ゲームの最小系である 3 人人狼において、各プレイヤーの
発言の選択肢を削減できるか検討されている。そこで、本研究
では、[大澤 16]で使用された３人人狼における発話のモデル
を元にし、他者の投票行動を予想した上での合理的な投票行動
の戦略について検討した。その結果、互いに他者の行動を予想
しあうと安定した戦略に収束しないこと、また、[大澤 16]の
分析で合理的とされる投票行動とはかなり異なる戦略が得られ
ることが分かった。

2. 制限を設けた人狼の戦略分析の研究
[西崎 17]では、ワンナイトではあるが 3者間ではない人狼

の発話や投票に関する戦略分析が行われている。こちらは実際
のゲーム (100ゲーム)の分析である。[杉本 17]では、5人人
狼で村人に着目して投票行動の決定過程の分析が行われてい
る。これも実際に行ったゲームの過程を分析している。これら
に対し、我々は 3者間で全ての可能性の分析を行っている点が
異なる。[汪 17]では、3人人狼で、進化シミュレーションの手

連絡先: 玉井 日菜子，奈良女子大学情報衣環境学専攻生活情報
通信科学コース，sah tamai@cc.nara-wu.ac.jp

法を用いて、人狼プレイヤーがどのように戦略を変化させてい
くかの分析が行われている。プレイヤーが他プレイヤーの行動
を考慮した戦略決定を行っている点は本研究と同様と考えられ
るが、シミュレーションによって変化の過程を調べている点が
我々と異なる。

3. 一般的な人狼ゲームのルール
ゲーム開始時に各プレイヤーに役職が割り当てられ、役職に

従い村人陣営と人狼陣営に分かれてプレイを行う。また、役職
に応じて特殊能力が与えられる。役職には例えば、特定のプレ
イヤーが人狼であるかどうか知ることが出来る占い師などがあ
る。村人陣営の勝利条件は人狼をすべて追放することであり、
人狼陣営の勝利条件は村人の数を人狼の数以下にすることであ
る。ゲームは昼と夜の 2つのフェーズで進行する。昼のフェー
ズでは各プレイヤーが自由に対話を行い、得られた情報を元
に、投票によって誰をゲームから追放するかを決定する。夜の
フェーズでは、それぞれの役職に応じた能力を行使する。人狼
は 1人のプレイヤーを指定し襲撃することができる。対話にお
いて、村人陣営側は人狼陣営の嘘を見破ることが重要となる。
一方人狼陣営側は役職を偽るなどの嘘をつき、議論を混乱させ
自分たちが不利にならないように誘導することが重要となる。
ゲームが進むにつれ、各プレイヤーは投票で追放されるか、人
狼に襲撃されることでゲームから除外される。そうして勝利条
件のどちらかが達成されたとき、ゲームは終了する。

4. 3者間人狼の定義
当研究では、[大澤 16]の 3人人狼における発話のモデルを

使用し、また、相手の投票行動を想定しない場合の合理的な行
動の分析を出発点としてを使用する。以下に概略を述べる。

4.1 3者間人狼の扱う範囲
3者間人狼の場合、処刑が一回行われるとゲームが終了する

ため、夜のフェーズは存在しない。同時発話 1 回のもと、投
票を行う。全員が同数投票 (3者間人狼では各自 1票ずつ投票)

された場合引き分けとする。役職は、村人陣営である村人、占
い師、人狼陣営である人狼で構成され、各役職につき、プレイ
ヤーは 1 人である。占い師にはゲーム開始前にどちらが狼で
あるかの情報を与える。
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4.2 プレイヤーの合理的な行動 (相手の投票行動を想
定しない場合)

[大澤 16]では、以下の投票行動を合理的であるとして採用
している。

• 村人の戦略: 自身が狼と一人だけから告げられたとき、そ
のプレイヤーへ投票する。また、村人プレイヤーにとっ
て自分以外を狼と指すプレイヤーが 1 人だけいるとき、
狼と指されたプレイヤーに投票する。

• 人狼の戦略: 自身が狼と一人だけから告げられた時、そ
のプレイヤーへの投票する。

上記以外の場合は、投票先を決定することはできない。

4.3 発話について
発話の種類は以下の 4 通りである。簡易化のため、以降村

人、人狼、占い師のプレイヤーをそれぞれ、Pv、Pw、Ps と
表記する。

• To :「自身が占い師ではない」

• Tv :「自身が占い師であり、狼は Pv (村人)である」

• Tw :「自身が占い師であり、狼は Pw (人狼)である」

• Ts :「自身が占い師であり、狼は Ps (占い師)である」

ただし、自身が占い師でありながら狼は自身であると発言する
ことは矛盾するため、各プレイヤー 3通り (村人は Tv、人狼
は Tw、占い師は Tsを除く)の発話がありえる。従って、発
話の可能性は計 27通りある。

4.4 投票について
占い師は、誰が人狼であるかを知ることができるため、常に

人狼に投票することが有利であるが、村人、人狼それぞれのプ
レイヤーには 2通り (村人は占い師または人狼に投票、人狼は
村人もしくは占い師に投票) の行動が存在する。27 通りの発
話それぞれの場合における投票行動を [表 3]([大澤 16]による)

に示す。このうち、先述の合理的な行動によって行動が決まる
場合は、その行動をとるものとする。Pv, Pw, Psは村人・人
狼・占い師の発話、Vv, Vwは村人・人狼の投票先を表し、V,

W, Sは村人・人狼・占い師への投票を表す。Uは投票行動を
決定できない (他の 2プレーヤのいずれへの投票も含んだ)状
況を表す。

4.5 勝敗について
[表 3]にはそれぞれの場合の勝敗も示されている。勝敗につ

いては、簡略化のため [表 1]のように記述する。村人と人狼の
投票先がどちらも U の場合、どちらとも判別がつかず、村側
勝利、狼側勝利、引き分けのいずれをも含んだ状況となる [表
2]。この状況を [大澤 16]では case 3.1と表しているため、便
宜上同様の表現を使用する。

村側勝利 V win

狼側勝利 W win

引き分け draw

表 2 case 3.1

表 1: 勝敗についての表記

村人投票先 人狼投票先 結果
人狼 占い師 村側勝利
人狼 村人 村側勝利
占い師 占い師 狼側勝利
占い師 村人 引き分け

表 2: どの結果も含む状況

Pv Pw Ps Vv Vw result

To To To U U case 3.1

To To Tv S U draw or W win

To To Tw W S V win

To Tv To W U V win

To Tv Tv U U case 3.1

To Tv Tw W S V win

To Ts To S U draw or W win

To Ts Tv S U draw or W win

To Ts Tw U S V win or W win

Tw To To U V V win or draw

Tw To Tv S V draw

Tw To Tw W U V win

Tw Tv To W V V win

Tw Tv Tv U V V win or draw

Tw Tv Tw W U V win

Tw Ts To S V draw

Tw Ts Tv S V draw

Tw Ts Tw U U case 3.1

Ts To To U U case 3.1

Ts To Tv S U draw or W win

Ts To Tw W S V win

Ts Tv To W U V win

Ts Tv Tv U U case 3.1

Ts Tv Tw W S V win

Ts Ts To S U draw or W win

Ts Ts Tv S U draw or W win

Ts Ts Tw U S V win or W win

表 3: 一回同時発話の場合の結果の分類 (Vs=W)

5. 他プレイヤーの戦略を推測した上での戦略
の検討

[大澤 16]では、相手の投票行動が 4.2に述べたように仮定
され、全プレイヤーに共有された場合の、プレイヤーの合理的
な発話行動について考察されている。具体的には、各プレイ
ヤーの発話の選択肢が削減できるかどうかを考えており、特定
の発話を行った場合、全ての状態において他の発話よりも自身
の勝利の可能性が増えるならば、その戦略はより強い戦略とい
え、選択肢を削減できる。
本研究では、発話の削減については考慮せず、全ての発話は

等しく選択されると仮定し、その結果、どのように投票行動が
変化しうるかについて考察する。具体的には、相手の投票行動
を仮定した上でどのプレイヤーに投票するのがより強いか考察
し、戦略を決定する。さらに決定された戦略を踏まえ、こちら
がその戦略をとると予想した相手プレイヤーが新たに戦略を決
定する操作を繰り返すことにより、どのような結果が得られる
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か検討する。表記を簡易化するため、村人が Vnの戦略を選択
すると仮定した場合の最適な狼の戦略をWn+1、狼がWnの
戦略を選択すると仮定した場合の村人の戦略を Vn+1と表す
(nは 0以上の整数)。また、V0、W0は、4.2で述べた、相手
の投票行動を想定しない場合の戦略を指す。

5.1 一人称視点での発話の分類
一人称視点での発話パターンの分類ごとの戦略を検討する。

自分視点で区別がつけられない発話パターンを 1つのグループ
とする。村人、人狼、いずれの場合も 15グループに分類でき
る [表 4][表 5]。例として村人視点で、二つの発話パターン Pv

= To, Pw = To, Ps =Tv と、Pv = To, Pw = Tv, Ps =To

について述べる。この二つの発話の違いは、占い師が自身を狼
と指したか、人狼が自身を狼と指したかである。しかし、村人
視点では、どちらの発話パターンでも片方のプレイヤーが自分
を狼と指したことしか分からない。よって、この 2 つの発話
パターンは同グループに分類される。しかし、村人以外のプレ
イヤーの発話が上記と同じ場合でも、村人が占い師宣言した場
合、区別が可能な場合が存在する。その例として、Pv = Ts,

Pw = To, Ps =Tv と、Pv = Ts, Pw = Tv, Ps =Toが挙げ
られる。これらは、自身を狼と指したプレイヤーを狼と指した
場合と、自身を狼と指していないプレイヤーを狼と指したとい
う点で区別可能である。

Pv Pw Ps

To To To

To To Tv

To Tv To

To To Tw

To Ts To

To Tv Tv

To Ts Tw

To Tv Tw

To Ts Tv

Tw To To

Ts To To

Tw To Tv

Ts Tv To

Tw To Tw

Ts Ts To

Tw Tv To

Ts To Tv

Tw Tv Tv

Ts Tv Tv

Tw Tv Tw

Ts Ts Tv

Tw Ts To

Ts To Tw

Tw Ts Tv

Ts Tv Tw

Tw Ts Tw

Ts Ts Tw

表 4: 村人視点のグループ化

Pv Pw Ps

To To To

To To Tv

To Tv To

To To Tw

To Ts To

To Tv Tv

To Ts Tw

To Tv Tw

To Ts Tv

Tw To To

Ts To To

Tw To Tv

Ts Tv To

Tw To Tw

Ts Ts To

Tw Tv To

Ts To Tv

Tw Tv Tv

Ts Tv Tv

Tw Tv Tw

Ts Ts Tv

Tw Ts To

Ts To Tw

Tw Ts Tv

Ts Tv Tw

Tw Ts Tw

Ts Ts Tw

表 5: 狼視点のグループ化

5.2 戦略の決定
最も有利となる投票先を、以下の条件のもとで決定する。

• 一番勝つ可能性が高い投票を行う。

• 勝つ可能性が同じの場合、引き分けになる確率が高い投
票先を選ぶ

• 上記の操作を行い 1つに決定出来ない場合、どちらに投
票してもよいとする。

プレイヤーの区別がつき、かつ、どちらに投票しても有利度
が変わらない場合、村人の場合WS、人狼の場合 VSと表記す
る。プレイヤーの区別がつかない場合、投票先を決定できない
ため、Uと表記する。

5.3 結果と考察
V0を起点とした場合、V6以降 V2～W5をループし、W0

を起点とした場合、W6以降W2～V5をループすることが判明
した [表 6][表 7]。また、それぞれの戦略における、各勝敗の合
計と、勝率を [表 8]に記載し、それぞれの戦略と発話パターン
における勝敗の詳細については、http://blackknight.ics.

nara-wu.ac.jp/~u1448029/winloss.pdfに記載する。VW0

は、相手の投票行動を想定しない場合の戦略を両プレイヤーが
取った場合、つまり、[表 3]に記された勝敗の合計である。[表
8]中のWnは、村人がVn-1の戦略、人狼がWnの戦略を選択
した場合の勝敗のことを指す (nは 1以上の整数)。Vnについ
ても同様である。W1では例えば Pv=To, PW=To, Ps=Tw

の場合に投票行動が V となるなど、4.2 で述べた戦略とは異
なるものが得られることも分かった。また、村人の場合、引き
分けと負けの比率は変動するが、どの戦略を選択しても勝つ
確率は変わらないことが分かった。さらに、相手プレイヤーの
投票行動が推定通りの場合、人狼はW4、村人は V4、V6 の
戦略を取ると最も有利になり、相手プレイヤーが自分の投票行
動を推測した上で投票したと仮定すると、人狼は V0、村人は
W0、つまり相手の投票行動を想定しない場合の合理的な戦略
を取ると最も有利であることが分かった。

6. まとめ
本研究では、先行研究における３人人狼における発話のモデ

ルを元にし、他者の投票行動を予想した上での合理的な投票行
動の戦略について検討した。その結果、他者の投票行動を考慮
しない場合の戦略とは、かなり異なる戦略が得られた。また、
他者の投票行動の推定を繰り返すと、一定間隔で同じ戦略が現
れ、安定した戦略に収束しないことが分かった。今後は、人数
や発話内容を増やす等のモデルの複雑化を行い、同様の研究を
行う予定である。
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2014 , pp.157-161, 2014.

[大澤 16] 大澤博隆，佐藤健, 3者間人狼における戦略の検討,

2016年度人工知能学会全国大会, 2F4-3, 2016.
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VW0 W1 V2 W3 V4 W5 V6 V1 W2 V3 W4 V5 W6

V win 9 9 12 12 12 12 12 9 9 11 11 10 10

V win or draw 2 3 1 1 1 1 1 0 3 1 0 1 2

case 3.1 5 3 1 1 1 1 1 8 4 4 4 4 4

V win or W win 2 3 1 1 1 1 1 1 2 0 1 2 1

draw 3 0 10 0 11 0 11 6 0 10 0 10 0

draw or W win 6 1 2 1 1 1 1 3 0 1 1 0 0

W win 0 8 0 11 0 11 0 0 9 0 10 0 10

村側勝率 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

狼側勝率 0.19 0.40 0.06 0.45 0.05 0.45 0.05 0.15 0.41 0.06 0.44 0.07 0.43

表 8: 戦略ごとの各プレイヤーの勝率

Pv Pw Ps V0 W1 V2 W3 V4 W5 V6

To To To U U U U U U U

To To Tv S S W V S S W

To To Tw W V S S W V S

To Tv To W V S S W V S

To Tv Tv U V U S U V U

To Tv Tw W V S S W V S

To Ts To S S W V S S W

To Ts Tw U S U V U S U

To Ts Tv S S W V S S W

Tw To To U S W V S S W

Tw To Tw W U S U W U S

Tw To Tv S S W V S S W

Tw Tv To W V S S W V S

Tw Tv Tv U VS W V S S W

Tw Tv Tw W V S S W V S

Tw Ts To S S W V S S W

Tw Ts Tv S S W V S S W

Tw Ts Tw U S W V S S W

Ts To To U V S S W V S

Ts To Tv S U W U S U W

Ts To Tw W V S S W V S

Ts Tv To W V S S W V S

Ts Tv Tv U V S S W V S

Ts Tv Tw W V S S W V S

Ts Ts To S S W V S S W

Ts Ts Tv S S W V S S W

Ts Ts Tw U VS S S W V S

表 6: V0を起点とした場合の戦略の変化

[西崎 17] 西崎絵麻, 坂口早紀, 尾崎知伸, ワンナイト人狼にお
ける投票行動の分析, 第 31 回人工知能学会大会論文集,

2017.

[杉本 17] 杉本磨美, 伊藤毅志, 5人人狼における村人の意思決
定過程の研究,日本認知科学会第 34回大会論文集, pp.826-

832, 2017.

[汪 17] 汪博豪, 大澤博隆, 佐藤健, 進化シミュレーションを用
いた 3 人人狼の戦略分析, HAI シンポジウム 2017 論文
集, 2017.

Pv Pw Ps W0 V1 W2 V3 W4 V5 W6

To To To U U U U U U U

To To Tv U WS S W V S S

To To Tw S W V S S W V

To Tv To U WS V S S W V

To Tv Tv U U VS U VS U VS

To Tv Tw S W V S S W V

To Ts To U S S W V S S

To Ts Tv U S S W V S S

To Ts Tw S U V U S U V

Tw To To V S S W V S S

Tw To Tv V S S W V S S

Tw To Tw U WS U WS U WS U

Tw Tv To V S S W V S S

Tw Tv Tv V S S W V S S

Tw Tv Tw U WS V S S W V

Tw Ts To V S S W V S S

Tw Ts Tv V S S W V S S

Tw Ts Tw U S S W V WS S

Ts To To U W V S S W V

Ts To Tv U W U S U W U

Ts To Tw S W V S S W V

Ts Tv To U W V S S W V

Ts Tv Tv U W V S S W V

Ts Tv Tw S W V S S W V

Ts Ts To U WS VS WS VS WS VS

Ts Ts Tv U WS S W V S S

Ts Ts Tw S W V S S WS V

表 7: W0を起点とした場合の戦略の変化
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Development and evaluation of the game agent to change 

 confidence of estimating in Cooperative game Hanabi 
 

  
 *1  *1  

    Eisuke Sato       Hirotaka Osawa 
 

*1  
University of Tsukuba 

Abstract: AI agent for cooperation with human need to follow human thought. There are some research 
using cooperating game ‘Hanabi’ from various aspects such as self-estimation, psychology, and 
communication theory. In this research, we developed an agent’s strategy for following human thought for 
guessing human understanding of AI’s strategy to utilize the length of thinking time of the human player 
and changing the estimation reliability. As a result, we found that this agent estimated more frequently to 
the good player of Hanabi than the conventional agent and there is a positive correlation between some 
evaluation to this agent and score. However, the agent that change estimation reliability depending on 
opponent’s thinking time didn’t affect human’s impression compared to the conventional agent and there 
was no significant difference in the score and the success rate of the estimation by changing the reliability 
of the estimation according to the thinking time. 

                                                   
1 , ,hailabsec@iit.tsukuba.ac.jp 
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選択的不感化ニューラルネットを用いた
人狼ゲームにおける役職推定

Role estimation in Werewolf games using a selective desensitization neural network

齋藤 正宏 ∗1
Masahiro Saito

三品 晟瑠 ∗2
Seiryu Mishina

山根 健 ∗2
Ken Yamane

∗1富士ソフト株式会社
Fujisoft Incorporated

∗2帝京大学
Teikyo University

Estimating a player’s role is important to win Werewolf games. As described in this paper, we propose a role
estimation method incorporating a selective desensitization neural network. We evaluated its accuracy using a
model constructed for 15-person games. Experimentally obtained results show that the model estimated six roles
with 69% accuracy.

1. はじめに
人狼ゲームをプレイする人工知能（以下，人狼知能）におい

て，他プレイヤの陣営や役職を推定する能力が勝敗を左右する
要素の一つであるといわれる [梶原 16, 大川 17]．そこで，プ
レイヤの役職を推定する方法が幾つか提案されている．例え
ば，サポートベクタマシン（以下，SVM）を用いて 15人人狼
における推定方法が提案されている [梶原 16]．また，梶原ら
の特徴にさらに 3 つの特徴を追加して，深層学習を用いた推
定方法が比較されており．5人人狼において推定精度はよいも
ので 72%であった．
人狼ゲームは不完全情報ゲームであるため，確かに推定精

度 100%の実現は不可能である．しかし，さらなる精度向上が
望まれ，特に有利な能力をもつ占い師などの役職や排除するべ
き人狼を精度よく推定できるとよい．また，人狼知能大会プロ
トコル部門 [人狼]では 15人で行うゲームもあり，人数や役職
が増加した場合にも対応できる必要がある．さらに，学習に膨
大なデータや時間を必要とする方法ではプレイヤの構成や戦略
が変化した場合に対応が難しく，ゲーム毎あるいはゲーム中に
学習できるような手軽な学習方法が求められる．
そこで本研究では，これらの要求を満たすような役職推定

を実現するべく，強力な類推能力をもつ選択的不感化ニューラ
ルネット（以下，SDNN）[新保 10]を用いて他プレイヤの役
職を推定する方法について検討する．なお，本研究では 15人
でプレイする人狼ゲームを対象とする．また，ゲーム終了後に
他のプレイヤの役職が判明するとして，全ての情報を得ている
神のような視点ではなくプレイヤの視点で役職推定を行う．

2. 役職推定方法
2.1 人狼ゲームデータ
人狼知能プロジェクト [人狼] では，人狼知能プレ大会

GAT2018 に出場したエージェントのソースコードが公開さ
れている．これらを利用して人狼ゲームをプレイさせる．な
お，強さや勝率には大きなばらつきがあるが，様々な強さの
エージェントが含まれるように選択する．
本研究では 15体のエージェントを準備する．その内訳は，同

一のもの 4体，残りの 11体は異なるものとする．ただし，11

連絡先: 山根 健，帝京大学 理工学部 情報電子工学科，
〒 320-8551 栃木県宇都宮市豊郷台 1-1，028-627-7224，
yamane@ics.teikyo-u.ac.jp

体中の 1体は著者らが作成したもので，これを役職推定する主
体とする．これは GAT2018に参加したエージェント「neko」
を，以下の点で改造してたものである．

• 村人陣営の場合，初日から最も人狼と疑われるエージェ
ントに投票する

• 霊媒師の場合，必ず 2日目に霊媒した結果とともに霊媒
師告白する

• 人狼の場合，霊媒師が 1人しか告白していない時にその
エージェントを襲撃する

学習や性能評価には，人狼知能大会プロトコル部門で用い
られているデータ形式に基づいたゲームログを用いる．110回
のゲームログから，100 回分を訓練データ，10 回分をテスト
データとする．基本的に，全プレイヤに公開されている会話の
部分のみから特徴を抽出して入力変数として扱う．

2.2 入力変数の構成
プレイヤの役職を推定する際に役立ちそうな特徴を抽出し

て入力変数とする．具体的には，梶原らが用いた (1)経過日，
(2)告白した占い師の人数，(3)占い師から人間判定を受けた
回数，(4)占い師から人狼判定を受けた回数，(5)占い師告白
した順番，(6)占い師が人間判定を出した回数，(7)占い師が
人狼判定を出した回数，(8)vote発言から投票先を変更した回
数の 8変数，そして大川らが追加した (9)生死状態，(10)賛
成意見の数，(11)否定意見の数の 3変数を用いる．
予備実験として，先行研究 [大川 17]と同じ 11変数を入力

に SVMの推定器を用いて実験した結果，推定精度は 60.5%で
あった．精度が 10%以上大きく低下したのは，SVMの構成方
法や最適化方法が異なるだけでなく，プレイヤの人数が増えた
（役職の種類が増えた）ことやプレイヤの構成が異なっている
ためだと考えられる．
そこで，さらに (12)村人告白した順番，(13)狩人告白した

順番，(14) 霊媒師告白した順番，(15) 狂人者告白した順番，
(16)人狼告白した順番，(17)告白した役職，(18)推定主体の
役職，(19)発言回数，(20)estimateされた役職，(21)estimate

発話の回数を加えた合計 21変数を用いることにした．ただし，
この中に冗長な次元が含まれていたとしても積極的に排除する
ことはせずに，役職推定器がどのように扱うのか調べる．
これらの特徴は 0～1 の値に正規化され入力変数 x として

用いる．正規化方法については改善の余地があるが，比較対象

1
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とする SVMにおいて精度が高いものを選択した．なお，実際
に生成した訓練データには入力変数 x は同じであるが出力 y

（役職）が異なるようなものが 30.4%含まれ，学習時に悪い影
響を与える可能性がある．

2.3 選択的不感化ニューラルネットを用いた役職推定
本研究では，shallowな層状ニューラルネット SDNNを用い

て役職推定を行う．計算など詳細については参考文献 [新保 10]

を参照されたい．以下では，構成方法の概要を説明する．
入力層では，入力変数 x を成分 −1，1で構成される高次元

2 値パターンとして分散表現する．具体的には，ある変数 xi

（i = 1, 2, 3, · · · , 21）を 100個の素子で表現する（これを xiの
素子群とよぶ）．従って，21× 100 = 2, 100個の素子が並ぶ．
中間層では，2つの素子群が表す情報を選択的不感化法を用

いて分散表現のまま統合する．その結果，成分 −1，0，1で構
成される 3 値のパターンになる．また，素子群の組み合わせ
の数だけの表現が中間層に並ぶことになる．ただし，自分自身
に対してはこの表現を作らないため，21× 20× 100 = 42, 000

個の素子が並ぶ．
ネットワークを動作させて得られる出力層の出力パターン

と６種類の役職（村人，狩人，霊媒師，占い師，狂人，人狼）
を表すコードパターンそれぞれとの方向余弦を計算して出力
パターンを解釈する．なお，出力層の素子数は 100個として，
それぞれの役職を表すコードパターンは成分−1, 1から構成さ
れる互いに無相関なパターンとする．
学習フェーズでは，ある入力変数 x に対して正しい役職を

表すパターンが出力されるように，中間層の素子から出力層の
素子への荷重 w を調整する．この調整には，簡単な学習方法
を用いることができ，以下の実験では誤り訂正学習を用いる．
この時の学習回数は 10回，学習係数 c = 0.01とする．

3. 推定実験
実験は，CPU Intel Core i7-3630QM（4コア 8スレッド），

メモリ 8GB を搭載したWindows マシンを用いて実施した．
また，SVMの実装には機械学習用ライブラリ [LIBSVM]を，
SDNNは自作ライブラリを利用した．
まず，SVMを用いた推定結果を表 1に示す．先行研究と同

様の方法（精度 60.5%）と比べると精度の向上が見られるた
め，本研究で新たに追加した特徴 (12)～(21)が有効であるこ
とがわかった．次に，SDNNの結果を表 2に示す．なお，コー
ドパターンの生成などにランダム要素が入っているため，ラン
ダムシードを変えて 10回実験し，精度が最も良い結果（best）
と最も悪い結果（worst）を示している．10 回の平均精度は
68.6%であり，全体として SVMより少し精度が高かった．一
方で，人狼の推定では SVMより精度が低かった．
最適化方法などを考慮すると単純な学習時間の比較が難し

い．SVMについては，グリッドサーチによってパラメータ探
索を行うとともに，訓練データでクロスバリデーションを行
なった．その結果，100ゲームのデータに対して学習に約 7時
間ほどかかった．一方で，SDNNについては，全く別のパター
ン認識タスクで用いたパラメータをそのまま利用して（パラ
メータ探索を行わないで），2時間半程度であった．
さらに，訓練データが少ない場合についての性能を調べる

ため，10 ゲームのデータで学習して，別の 10 ゲームのデー
タでテストを行なった．その結果，SVMの精度が 49.8%だっ
たのに対して，SDNNの精度は 1回学習（約 2分）しただけ
で 62.6%であった．この結果から，SDNNの方が少ない訓練
データでも効率よく学習できることがわかった．

表 1: SVMを用いた推定結果
SVM（RBF, γ = 0.5, cost = 32）

精度：66.6%

役職 適合率 再現率
村人 69.5% 86.7%

狩人 9.5% 3.0%

霊媒師 82.1% 48.5%

占い師 70.2% 50.0%

狂人 76.1% 77.3%

人狼 85.9% 41.9%

表 2: SDNNを用いた推定結果
best worst

精度：69.4% 精度：67.6%

役職 適合率 再現率 適合率 再現率
村人 66.5% 98.1% 66.1% 96.6%

狩人 0.0% 0.0% 0.0% 0.0%

霊媒師 97.8% 68.2% 88.2% 68.2%

占い師 79.0% 45.5% 73.1% 28.8%

狂人 74.0% 86.4% 61.0% 92.4%

人狼 82.2% 18.7% 82.9% 17.2%

4. まとめ
SDNNを用いて役職推定を行う方法を提案し，ゲームデータ

を使って性能を検証した．その結果，SVMに比べて，SDNN

の推定精度が高いことを示した．また，パラメータ探索などを
含めた学習時間についても SDNNは効率的であり，少ない訓
練データでも高い精度を示した．この結果から，SDNNを用
いて使い勝手の良い役職推定器を構築できると考えられる．
今後の課題として，人狼の推定精度を向上させる方法を検討

し，学習済みネットワークの荷重 w を分析するとともに，推
定結果に基づいて行動を決定する方法を検討する．
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Artificial Intelligence for Deducing Roles of Players in the Werewolf Game  

using Information about Conversations among Players

 *1 *1 
 Fukuda Munemichi Hajime Anada 

*1  
Graduate School of Integrative Science and Engineering, Tokyo City University #1 

 
Recently, the Artificial Intelligence based Werewolf Project has been attracting attention. Because, 

it is important for human-like artificial intelligence research to construct an artificial intelligence for 
the Werewolf Game which requires abilities to bamboozle and detect a lie. Therefore we construct an 
artificial intelligence for deducing roles of players in the Werewolf Game using information about 
conversations among players.
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Extraction of Interpretable Rules for Role and Team Estimation in AI Wolf

Yuki Omura Wataru Sakamoto Tomonobu Ozaki

College of Humanities and Sciences, Nihon University

The Werewolf game is a conversation-based multi-player incomplete information game. In the development of
high performance AI agents for playing the werewolf games, it is important to explicitly understand the grounds
and reasons for their judges and behaviors. In this paper, we report the initial results on the explicit rules extraction
for the role and team estimations from agent logs, by employing an algorithm for constructing an interpretable
model from tree emsambles.
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2:

inTrees

F F F

0.993 0.996 0.995 0.677 0.165 0.265 0.969 0.173 0.293

0.996 0.993 0.994 0.191 0.161 0.175 0.000 0.000 0.000

0.992 0.996 0.994 0.045 0.231 0.076 0.087 0.302 0.135

0.999 0.995 0.997 0.000 0.000 0.000 0.000 0.000 0.000

0.990 0.982 0.986 0.090 0.162 0.116 0.038 0.272 0.066

0.987 0.995 0.991 0.000 0.000 0.000 0.000 0.000 0.000

0.201 0.226 0.213 0.735 0.187 0.298 0.971 0.175 0.297

0.248 0.246 0.247 0.337 0.238 0.279 0.000 0.000 0.000

0.407 0.260 0.317 0.089 0.358 0.142 0.090 0.308 0.140

0.203 0.243 0.221 0.000 0.000 0.000 0.000 0.000 0.000
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0.811 0.709 0.757 0.905 0.608 0.727 0.921 0.599 0.726

0.667 0.779 0.719 0.417 0.814 0.551 0.382 0.829 0.523

0.786 0.700 0.740 0.912 0.607 0.729 0.928 0.599 0.728

0.663 0.756 0.707 0.409 0.823 0.547 0.379 0.840 0.522
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3: inTrees
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近年の感情科学では、感情は身体内部の知覚である内受容感覚からコア・アフェクトという基礎的状態が形成さ

れる過程と、コア・アフェクトを言語により解釈するカテゴリー化の過程から創発されると主張される。またコ

ア・アフェクトは、脳の生成モデルによる予測に基づいた身体信号のベイズ的推論により形成されると考えられ

ている。本講演では、こうした理論を紹介し、脳・身体・行動に関わる実証的知見からその妥当性を考える。



Action Selection based on Somatic Marker Hypothsis

∗1
Chie Hieida

∗1
Takato Horii

∗1∗2
Takayuki Nagai

∗1
The University of Electro-Communications

∗2
Osaka University

Emotions are very important for human intelligence; however the mechanism of emotions is not yet fully clarified.
The important aspect of embodiment in emotion has been claimed by Damasio’s somatic marker hypothesis, which
proposed that emotions evaluate external stimuli efficiently through the body. As a first step toward understanding
the mechanism of emotion, we try to verify the somatic-marker hypothesis using a computer simulation. Specifically,
we introduce a module that learns actions using body signals, and verify whether the agent can learn to obtain
higher reward using the body signals. As the result, the simulation reveals that the model with body signals can
select actions with higher reward compared to models without signals from the body.

1.

Damasio

[Damasio 96]

[James 84]

[Koelsch 15]

:

1-5-1 042-443-5238 hchie@apple.ee.uec.ac.jp
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水鉄砲
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Adam actor network: α = 10−4, β1 = 0.9, β2 =

0.999, ε = 10−8, critic network: α = 10−3, β1 = 0.9, β2 =

0.999, ε = 10−8 Ornstein–

Uhlenbeck process 200

500

batch normalization

4.

SMM SMM SMM

LSTM DDPG 2 2©
SMM DDPG-LSTM

2 1©
0

3 20000epochs

50epochs

SMM

88.9 DDPG 83.1 DDPG-LSTM 83.2

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3G3-OS-18a-02



40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16 18 20
×10  epochs

3

reward

40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16 18 20

×10  epochs
3

reward

40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16 18 20
×10  epochs

3

reward

SMM条件 DDPG条件 DDPG-LSTM条件

3:

100

95

90

85

80

70

75

DDPG DDPG-LSTMSMM

+

**
**

** + :  p < 0.1:  p < 0.01

4:

20episode

4 SMM 94.1 DDPG

84 LSTM 84.7

SMM DDPG DDPG-LSTM

p = 2.94 10−8, 2.16 10−7

p < 0.01/3 DDPG DDPG-

LSTM p = 0.027

p < 0.1/3

DDPG

DDPG-LSTM

LSTM Loss 5

100epochs

3.24 1.32 DDPG-LSTM

LSTM 6

a 10

b 10

SMM DDPG-LSTM

DDPG

DDPG

a

b

SMM b 93.7 DDPG

86 DDPG-LSTM 93.1

SMM DDPG-LSTM

b

SMM 6 DDPG-LSTM 11

SMM

a 2 b

6 a

[Ekman 71]

5.

Deep Deterministic Policy Gradient

DDPG

convolutional LSTM long short-term memory

Somatic Marker

Module SMM

SMM

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3G3-OS-18a-02



0

  5

10

15

20

25

30

35

0 2 4 6 8 10 12 14 16 18 20

Loss

×10  epochs
3

0 2 4 6 8 10 12 14 16 18 20

Loss

×10  epochs
3

SMM条件 DDPG-LSTM条件

0

  5

10

15

20

25

30

35

5: LSTM Loss

1: 0 1 0 1
0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0

SMM a 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 0 1 0 0 0

b 1 1 1 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0

DDPG a 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0

b 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0

DDPG-LSTM a 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 0 1 1 0 1

b 1 1 1 0 0 0 0 0 1 1 0 1 1 0 1 1 0 1 1 0

DDPG

-LSTM条件

SMM条件

正解画像

予測画像

正解水量
水鉄砲
バケツ

10

59

0

87

0

85

10

73

予測水量
水鉄砲
バケツ

5

77

6

80

6

80

6: LSTM

SMM-LSTM-DDPG

JSPS JP16J04930 JST CREST JP-

MJCR15E3

26118001

[Damasio 96] Damasio, A. R., Everitt, B. J., and

Bishop, D.: The Somatic Marker Hypothesis and the

Possible Functions of the Prefrontal Cortex [and Discus-

sion], Philosophical Transactions of the Royal Society B,

Biological Sciences, Vol. 351, No. 1346, pp. 1413–1420

(1996)

[Ekman 71] Ekman, P. and Wallace, F. V.: Constants

across cultures in the face and emotion, Journal of per-

sonality and social psychology, Vol. 17, No. 2, pp. 124–129

(1971)

[James 84] James, W.: WHAT IS AN EMOTION ?, Mind,

Vol. os-IX, No. 34, pp. 188–205 (1884)

[Koelsch 15] Koelsch, S., Jacobs, A. M., Menninghaus, W.,

Liebal, K., Klann-Delius, G., Scheve, von C., and

Gebauer, G.: The quartet theory of human emotions: An

integrative and neurofunctional model, Physics of Life

Reviews, Vol. 13, pp. 1–27 (2015)

[Lillicrap 15] Lillicrap, T. P., Hunt, J. J., Pritzel, A.,

Heess, N., Erez, T., Tassa, Y., Silver, D., and Wier-

stra, D.: Continuous control with deep reinforcement

learning, arXiv preprint arXiv:1509.02971 (2015)

[Xingjian 15] Xingjian, S., Chen, Z., Wang, H., Yeung, D.-

Y., Wong, W.-K., and Woo, W.-c.: Convolutional LSTM

network: A machine learning approach for precipitation

nowcasting, in Advances in neural information processing

systems, pp. 802–810 (2015)

4

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3G3-OS-18a-02



制限ボルツマンマシンによる
自由エネルギー最小化に基づく能動的知覚

Active perception based on free-energy minimization on restricted Boltzmann machines

堀井隆斗 ∗1
Takato Horii

長井隆行 ∗1∗2
Takayuki Nagai

∗1電気通信大学
The University of Electro-Communications

∗2大阪大学
Osaka University

A robot, which would like to respond quickly in the world, should select more informative signals to estimate
the cause of its sensation (e.g., a state of the environment, a category of a handling object, an emotional state of
interaction partner, etc.). This paper proposes an active perception framework that selects the robot’s action to
perceive critical sensory signals based on a free-energy minimization in an energy-based model. We employed a
restricted Boltzmann machine as a fundamental component for an estimation network of the cause of sensations.
Our framework demonstrated better performance for the attention control in emotional human-robot interaction
than other methods.

1. はじめに
多様な情報にあふれる実世界で活動するロボットにとって，

環境や自身の状態を認識するために複数の感覚情報を処理する
ことが重要である．Nakamura と Nagai [Nakamura 17] は，
質感や色，聴覚，触覚，単語の感覚様式に基づいて，ロボット
が多感覚情報を処理することで知覚物体の関係性を構造化す
る手法を提案している．また Horiiら [Horii 18]は，視覚，聴
覚，触覚の感覚様式に注目し，それらの感覚情報を統合するこ
とで感情発達を再現する計算論モデルを提案している．このよ
うに複数の感覚情報を統合・処理することで物体のカテゴリや
感情といった概念構造を獲得することができる．そしてこのよ
うな概念構造から環境や自身の状態を推定することで，他者と
の相互作用が可能となる．
概念構造を獲得したロボットは，一部の感覚情報からでも概

念情報を予測することができる．しかし，本来複数の感覚情報
を処理することで獲得された概念情報を，一部の感覚情報から
予測するとは難しい．例えば不透明なペットボトルが見えた時
にそれがゴミであるか否か，電話先の友人が大きな声を発した
時に喜んでいるのか怒っているのかを判断するためには，追加
の感覚情報が必要であることは想像にたやすい．このような
場面で概念情報（ここでは物体のカテゴリや他者の感情状態）
の推定に効果的な感覚情報を選択・知覚することを能動的知覚
と呼ぶ．Taniguchi ら [Taniguchi 18] は，ロボットのための
能動的知覚として，現在推定している概念情報と予測される未
観測感覚情報との関係性を表す相互情報量を推定し，その相互
情報量が最大となる感覚情報を選択する手法を提案している．
一方で，近年の神経科学研究において，人の能動的知覚（推

論）を説明する基本原理としての自由エネルギー原理 [Friston

10] が注目されている．これは人の脳が入力される感覚信号
を予測する内部モデルを構成し，その予測と実際の信号間の
誤差を最小化するように認識や行動を実行するというもので
ある．本研究ではこの自由エネルギー原理に基づいた能動的
知覚のための計算論モデルと手法を提案する．具体的には深
層学習モデルの 1 つである Restricted Boltzmann Machine

（RBM）[Hinton 10]を用いた多感覚情報統合モデルにおいて，

連絡先: 堀井隆斗，電気通信大学，東京都調布ヶ丘 1-5-1，
takato@uec.ac.jp

図 1: RBMによる多感覚統合モデル

観測情報から概念情報を介して未観測情報を予測し，その中
で自由エネルギーが最も小さい（つまり最も予測誤差が小さ
い）感覚情報を選択する．本稿では提案する能動知覚手法と
Taniguchi ら [Taniguchi 18] の手法を，人とロボットの感情
コミュニケーション場面を想定した場面において評価した結果
について示す．

2. 提案手法
RBM [Hinton 10] による多感覚統合モデルと提案する自

由エネルギー最小化に基づく能動的知覚手法について説明す
る．図 1 に RBM を用いた多感覚統合モデルを示す．ここで
vmn
i ∈ {0, 1}は n番目の感覚様式 mn の i番目の可視層ノー
ドを，hj ∈ {0, 1} は j 番目の隠れ層ノードを示す．また w·j
は hj と可視層ノードの結合加重である．このモデルは，学習
時にmN までのすべての感覚様式情報を入力として受け取り，
入力情報と隠れ層 hを介して再構成された情報の誤差を最小
化することで, 確率分布 p(v = {vm1 , · · · ,vmN })を推定する．
また学習によって隠れ層に何らかの特徴表現（例えば物体カテ
ゴリや感情カテゴリなど）が獲得されることが期待される．
学習によって推定される周辺確率 p(v)は次式で表現される．

p(v) =
∑
h

p(v,h)

= exp
(
cTv +

J∑
j=1

log(1 + exp(bj +W·jv))
)

= exp(−F (v))/Z

(1)
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Algorithm 1 Active perception based on free-energy min-

imization on RBM
add perceived modality mn to set Mr

for n = 0 to N do

if mn ∈ Mr then

vmn = vmn

else

vmn = 0

end if

h ∼ p(h|vm1 , · · · ,vmn , · · · ,vmN )

for n = 1 to N do

if mn /∈ Mr then
vmn

′ ∼ p(vmn
′ |h)

En ← F (vmn
′
)

end if

end for

end for

n = argminEn

Mr ← Mr ∪mn

F (v)は RBMの自由エネルギーである．以上より，ある情報
v の自由エネルギーが小さいことは，v の発生確率 p(v)が高
いことと対応する．
次にある部分観測情報 v

′
= {0, · · · ,vmn , · · · ,0}から未観

測情報を予測することを考える．それぞれの未観測情報 vmu

は部分観測情報 v
′ から推定された hを介して再構成できるこ

とから，次のように予測される．

h ∼ p(h|v′
)

vmu ∼ p(vmu |h)
(2)

ここで，提案手法は予測された未観測情報と部分観測情報から
計算される自由エネルギーが最も小さくなるものを次の知覚情
報として選択する．すなわち RBM における自由エネルギー
最小化に基づく能動的知覚は，現在の観測情報から推定される
概念情報に対して尤もらしく予測される感覚様式の情報を選択
することとなる．Algorithm1に提案手法の詳細を示す．

3. 実験
提案手法の有用性を評価するために，人とロボットの感情コ

ミュニケーション場面を想定した感情推定のための能動的知覚
実験を行った．実験では人の対面多感覚感情コミュニケーショ
ンデータである IEMOCAP データセット [Busso 08] から表
情，音声，手の動きに関する特徴量を抽出し，それぞれを感覚
様式の情報として図 1 の多感覚統合モデルを学習した．学習
の詳細な条件に関しては [Horii 16] を参照されたい．また今
回の実験では評価値として，部分観測情報とすべての観測情報
から推定された隠れ層の発火確率の KL ダイバージェンスを
利用した．
図 2 に単一の感覚様式情報を部分観測情報として入力した

状態（baseline）とそれぞれ異なる能動的知覚手法で選択した
1つの感覚様式情報を付加した状態の評価値を示す．能動的知
覚を実行することで状態推定の精度が向上していることが分か
る．また無作為抽出（Ramdom）と Taniguchiら [Taniguchi

18]の手法（IG.max）と比較して，提案手法（FE.min）が高
い性能を示すことが確認された．

図 2: 各能動的知覚手法による感情状態推定に対する評価値

4. おわりに
人の脳情報処理の基本原理だと考えられている自由エネル

ギー原理に基づいた能動的知覚手法を提案した．そして，人
とロボットの感情コミュニケーションを想定した能動的知覚
の実験において情報量を最大化する Taniguchiら [Taniguchi

18]の手法と情動推定精度を比較し，提案手法が高い性能を発
揮することを示した．
今後は提案手法と既存手法の関係性を明らかにするととも

に，RBM以外のエネルギーモデルへの適用を進める．また，
ロボットの能動的知覚による状態変化の影響を踏まえた時間方
向へ拡張する．
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Extraction of Neuroscientific Findings by Visualization of Deep Neural Network
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Recently, research using deep learning has been conducted in various fields. Additionally, research on visualization
methods learned by deep learning has also been actively conducted. Furthermore, the relationship between the
human subjective state and electroencephalogram (EEG) has been clarified in the psychophysiological field. In
this research, we apply the visualization method developed in the image field to the analysis of EEG. Using
this method, we examine whether we can abstract physiologically reasonable structure of brain activity from the
network visualizing EEG signals.The result of our experiment indicated the two important brain structures showing
consistency with the previous neuroscience studies. We consider that our proposed method has some utilities as a
tool to progress scientific understanding of human mind.
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1: Input data and Model

1: Parameters of CNN
Type Structure

Input Depth × Height(Nf ∗ Nc) × Width(Times)

Frequency Conv Kernel:16 × Nf × 1, Stride:Nf × 1, pad=0, elu

Spacial Conv Kernel:16 × Nc × 1, Stride:Nc × 1, pad=0, elu

Batch Norm 1 Dimensions:16
Dropout 1 Wight Decay:0.5

Time Conv 1 Kernel:16 × 1 × 12, Stride:1 × 3, pad=0, elu
Time Conv 2 Kernel:16 × 1 × 12, Stride:1 × 3, pad=0, elu
Time Conv 3 Kernel:32 × 1 × 12, Stride:1 × 3, pad=0, elu
Time Pool Kernel:1 × 3,Stride:1 × 3, pad=0, Max

Batch Norm 2 Dimensions:32
Dropout 2 Wight Decay:0.5

FC 1 96, elu, Dropout:0.5
FC 2 Classes, Softmax
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2: Guided Grad-CAM Procedure

3.2.1

EEG

3.2.2

Backpropergation Guided BP

Grad-CAM

CNN

weight ReLU

Guided BP Grad-CAM GGC
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We propose a method of automatic detection of insincere utterances from voice and facial expression. Proposed method 
utilizes Long short-term memory (LSTM) to consider time series variation of the voice and the facial expression instead of 
support vector machine (SVM). The experimental results indicated that proposed method could improve recall (0.73) and F-
measure (0.65) from SVM baseline. 
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A Study on Concept Acquisition Method for User Preference in Dialogue for Empathy
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The purpose of this research is to promote users’ motivation to talk with robots. In order to improve the users’
motivation in dialogue, it is necessary not only to generate empathic utterances of the robots but to show that the
robots understand about target items. In this paper, we explore the method to acquire the concept of the users’
preferences (likes and dislikes). In the proposed method, data on preference and similarity for items are prepared
for each attribute of preference. In addition, we also organize the rules for estimating preferences and similarity
with fewer observed data. As future work, it is necessary to verify whether or not the dialog robots with the
proposed method can improve the users’ satisfaction for the robots’ empathic utterances and the users’ dialogue
motivation.
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経験に基づく個人の感情推定モデル構築方法
及びロボット行動生成への利用

A personalized model to estimate emotion of individual based on observed facial expression and
generation of robot behavior

熊谷和実 ∗1
Kazumi Kumagai

水内郁夫 ∗1
Ikuo Mizuuchi

∗1東京農工大学
Tokyo University of Agriculture and Technology

We aim to construct a system which allows robot to learn/generate a behavior favorable to an individual through
interaction. The core idea is estimating emotion based on facial expression observed during a robot behavior to
self-evaluate how the behavior is favorable to the individual. Based on the self-evaluated data gathered in the past
interaction experiences, when the robot does some behaviors, our method is expected to help the robot to predict
emotion of the individual gradually and properly. In this paper, we show the user studies to evaluate the proposed
method. The study resulted that a robot changed its behavior to get better reaction. As future works, we discuss
how robot should use observed data or knowledge to personalize robots behavior.

1. 個人に気に入られるロボット
本研究の目的は、人とのインタラクションを繰り返す中で個

人が気に入る行動を学習してゆくロボット行動生成手法の構
築である。本研究では、特定の個人とロボットとのインタラク
ション [Dautenhahn 04]を研究対象とする。
感情を推定する技術 [Picard 01]をロボット行動生成手法に

適用し、社会的にロボットが振る舞い [Breazeal 03]それを人
に気に入ってもらい長期に渡るインタラクションを実現する
[Leite 14]ためにはシステムがどのような情報の処理をするべ
きか研究を進めてきた。著者は、ドラえもんを参考にオリジナ
ルのロボットをつくり、表 1 にまとめた様々なインタラクショ
ン状況を想定し、実験を行なった。

2. 関連研究
2.1 感情推定を利用したコミュニケーションロボット
音声・画像などを用いた感情推定について多く研究されて

きている [Zeng 09][Sariyanidi 15]。コミュニケーションロボッ
トの多くは、感情推定結果をロボット行動開始のトリガや、行
動前の状況判断に用いる。そのようなロボットの戦略の多く
は比較的大多数に受け入れられる行動パターンとなっている。
公共の場で不特定多数を相手にコミュニケーションするロボッ
トには、この手法は有用である。しかし、家庭内やチューター
ロボットなどのようにロボットが特定の個人とインタラクショ
ンする場合、個人により好き嫌いが別れる行動の万人受けデザ
インは難しく、特に、嫌いなものよりも好きなもののほうが好
みが分かれる。ロボットがした行動も好みによってはを相手の
ひとが気に入らない可能性があるという問題点がある。

2.2 個人に合わせた行動をするロボット
子供と一緒に学習するチューターロボットに関する研究で

は、子供の振る舞いに合わせてロボットが行動することの良い
効果が多く報告されている [Leyzberg 14]。多くの実験におい
て、遠隔操作によって人間が子供の反応を観察した結果に応じ
てロボットの行動が選ばれる。子供の性格や反応に応じてロ

連絡先:熊谷和実，東京農工大学，東京都小金井市中町 2-24-16，
042-388-7206，kumagai@mizuuchi.lab.tuat.ac.jp

5%

65%

30%

10%

( )

図 1: 実際の観測表情を利用した感情推定結果に基づくロボッ
ト行動の個人適合手法

ボット行動を変えてゆくシステムを自動化する手法については
発展段階である。

Gordonらによる研究では、タブレットを用いたゲームによ
る子供とのインタラクションを通してロボットの振る舞い（声
掛けの種類など）を子供の反応（表情とゲームの戦局）に応じ
て決定する [Gordon 16]。しかしこの手法では、行動をどの方
向に修正するかが分からないという課題がある。ロボット行動
の表現方法、子供の過去の反応に基づきロボット行動を修正す
る方法をいかに実現するかが課題となっている。

3. 感情推定結果に基づく
ロボット行動の個人適合手法

人がなにかされたときに見せた表情や返事など、外部に表
出された感情は、行動に対する評価系として扱うことができる
と考えられる。本研究では従来の手法とは逆の方向性で感情推
定結果をロボット行動に利用する。すなわち、ロボットが行動
を開始してから後に人間がみせた反応（表情や返事など）を観
測し、次にインタラクションをする際の行動生成に利用する。
図 1にメインフローの概要を示す。例えばポジティブな感情で
あれば、してもよい行動とラベル付をし、次回以降に行動生成
する際に、しても良い行動を選択する頻度を高める。
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表 1: 過去に実施した実験において想定したインタラクション状況・感情推定手法・ロボット行動
インタラクション状況 感情推定手法 ロボット行動・表現方法 他の因子 参考文献

家庭内 表情（ロボット動作中の
平均）

声かけ（自然言語）・単純動作 曜日・時間帯・天気・
忙しさ・体勢 [Kumagai 14]

インタラクティブ
メディアアート 表情（ロボット動作中の

平均・変化量）
動作の大きさ・速さ等 人の動作と表情 [Kumagai 18]

クイズゲーム 表情 声かけ（自然言語）・単純動作 クイズ戦局 [Kumagai 16]

3.1 ロボット行動開始後の感情予測器の構築
感情予測器は、ある入力に対する出力の関係を学習する。本

研究であつかう予測器の入力が意味するものは、個人の心的状
態の変化や感情を引き起こす因子（ロボット行動を含む）とす
る。人の感情を引き起こす因子の候補のうちのひとつにロボッ
ト行動が含まれるという想定である。
どのような因子を設定するかは、ロボットが置かれた状況に

よって適切に決められるものとする。出力の意味は、ロボット
がした行動の後に観測した表情などから推定された個人の心的
状態変化や感情とする。また、因子の表現方法（数値化など）
の設計が学習収束までのプロセスにおけるロボット行動戦略の
挙動に影響を与える。

3.2 感情推定部
感情は表情や声のトーン、姿勢、心拍数など様々な生理指標

に基づき推定するツールが多く出回っている。これで得られた
感情推定結果を感情予測器の出力として利用する。
まず考慮すべき点は、感情の表現方法である。感情の表

現方法については多く議論されてきているが [Plutchik 84],

[Schlosberg 54], [Russell 80]本手法では、扱いたい感情をター
ゲットとし、連続値で表現することを想定する。本研究にお
いては表情の種類（喜び表情・悲しみ表情など）を複数種類想
定し、各種類の表情強度をある値からある値までの連続値で
表現している。表情には直接現れないが心の中に生じている
感情が異なると、同じ種類の表情でも変化の仕方（立ち上が
り、立ち下がりなど）が異なる研究がよく知られているように
[Ekman 82]、どのタイミングの感情推定結果を利用するかに
応じて、良いとされる行動が変わる可能性がある。
また、学習のための使いやすさの点において、各指標ごとに

特徴があることを考慮する。例えば、声は出すときと出さない
ときがある。一方で、表情は信頼度低め（ロボット行動に対す
る表情ではない可能性が高いこともある）ではあるが、何かし
らの結果を得ることができるという特徴がある。
また、個人の性格に応じて、どの指標に基づく感情推定結果

がもっともらしいかということが異なる。その点も学習プロセ
スに影響することを考慮する必要がある。

4. 表情を感情予測に利用した行動生成実験
4.1 プロトタイプとしての行動選択実験
実験のシチュエーションは、家庭内で行われることを想定し

た場でのコミュニケーションとした。時間、曜日などの環境的
因子と、忙しいか否か、などの人間自身の因子の組み合わせを
状況として設定し、ロボットは状況に応じて発話と動作のセッ
トを選択した。動作はシンボル的意味を連想しにくいもの（く
ねくねする）を５パターン用意した。発話は１０パターン用
意した。それぞれの発話は「おかえりなさい」「がんばってね」
など、相手に何かしら感情を持たせる意図をもたせた。
感情推定部分では、ロボット行動中に観測した表情点数を

participant

feather-like kinetic devices

proximity

sensors 

図 2: 実験システムと実験参加者とのインタラクションの様子。
手を近づけると動作を開始する。[Kumagai 18]

利用し、それらの平均値を感情推定結果として感情予測部分
の入出力関係を学習した。ロボットの動作中に観測した表情点
数の重み付き和を評価点とした。各表情の種類毎にヒューリス
ティックに決められた重み係数は、ポジティブな表情は正の値
の係数とした。実験では状況表示された PC の前に実験参加
者が座り、PC画面に表示されたロボット動作中の表情は PC

に取り付けたカメラで認識した。
大学院生 1名に対して行なった実験では、インタラクション

の回数増加に伴い、次第に感情推定結果の点数が向上している
様子が見られ、後半に点数が減少する様子が見られた。

4.2 連続値表現された動作生成実験
有限パターンの行動からの選択では実現困難な任意の動作

を生成する。ロボット行動を任意の軸で張られた空間上の点と
して表現する。より高い評価点を得るよう修正する方向をシス
テムに分からせることができると考えられる。
図 2に示す白い枝のようなエージェント (LAS=Living Ar-

chitecture System[Gorbet 15])と人間がインタラクションす
る実験を行なった。
動作時に観察した人間の表情に基づいて、動作パラメタと

人間の表情との関係を学習し、状況に応じた適切な動作パラメ
タへと修正した。動作パラメタは、動作速度・動作の大きさ・
動作が隣のエージェントへ遷移してゆく方向の 3つとした。
実験は大学生・大学院生の男女 14名に対し実施した。実験

前半において良い表情が見られた動作パラメタに近いパラメ
タを後半で選ぶ様子がみられた。また、提案手法により生成し
た動作とランダムに生成した動作に対するそれぞれの評価点
を比較した。提案手法により生成した動作に対する評価点が高
い実験参加者は表情に感情が表出する度合いが高い傾向にあっ
た。ただし、パラメタ空間が膨大だと、十分な学習収束までに
多くのインタラクション回数を要する。そのため、学習が収束
する前に人が飽きたり、好みが変わるなど評価系が変わると、
適切な動作を生成することが困難という制限もある。
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図 3: 情動・表情・心的状態・因子の関係図 [Ekman 75][Zajonc 89][Ekman 99][Forgas 92][Ekman 71]

5. 外部から直接観測困難な心的状態の推定
5.1 心的状態を因子に含む感情予測モデル
実験において、飽きなどが原因で行動に対する評価系が変

化したと考えられる。本研究の手法は、逐次学習の形をとるた
め、評価系の遷移に追従するためにロボットは複数回ほどのイ
ンタラクション回数を要する。飽きて退屈になっているような
心の状態（以下「心的状態」と呼ぶこととする。）を「状況 (因
子)」に含める形でロボットが把握し、感情予測システムの更
新が心的状態の変化による評価系の変遷に追いつくまでのイン
タラクション回数を減らすことを目指す。
飽きや気分など、持続時間が比較的長い心的状態と

情動とを区別し、情動発生に影響を与える因子の一
つとして心的状態を扱うようなモデルをロボットに持
たせるフレームワークを考える [Forgas 92]。図 3 は
[Ekman 75][Zajonc 89][Ekman 99][Forgas 92][Ekman 71]

などの知見をまとめ、心的状態・情動・因子（ロボット行動含
む）・外部への情動表出（表情など）の関係をブロック線図で
示したものである。各ブロックの関数 f(), g(), h()はそれぞれ
心的状態変化モデル・情動発生モデル・表情表出モデルと呼
ぶことにする。観測データや既存の知識に基づき心的状態の
変化・発生する情動・表出する表情を予測するモデルをイン
タラクションを通してロボットが構築してゆく手法を考える。

5.2 因子の観測可能性の高い場での心的状態推定
感情の変化を尤もらしく予測するために因子も尤もらしく

推定したい。決定論的モデルを用いて心的状態はどれほど推定
可能であるか検討するため、心的状態変化を引き起こす因子の
多くを観測データから推定可能な場で実験を行なった。実験の
状況は、プレイヤーに瞬発的な反応や集中力を求めるもぐら叩
きとした。
実験は参加者 1名に対して行なった。ゲーム 1回につき制限

時間約 10秒間に全 7匹のもぐらを穴から弾き出すルールであ
る。実験ではゲームを 100回実施し、各ゲーム終了毎に、心的
状態量として現在の気分のよさを-10点から 10点で評価した。
本実験では、もぐら叩きゲームの戦局と 1 ゲーム前の気分

の良さを状況因子 (入力)、ゲーム前後の気分の良さの変化量
を推定対象 (出力)とし、入出力関係を 3層のニューラルネッ
トワークで学習した。Leave-One-Out法を用いた交差検定を
行い、アンケート結果に基づき算出した気分変化量と、学習
結果に基づく気分変化量の計算結果との差分 (以下、誤差と呼
ぶ)について検証した。実験の結果は、過去に似た経験をした
ときほど気分変化予測結果の誤差が小さく、また予測変化量が
大きいほど誤差が大きくなる傾向であった。
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図 4: 非線形関数の重み付和による心的状態推定モデルの個人
適合 [Kumagai 16]

6. 心的状態推定モデルの個人適合手法と
行動生成への利用

6.1 因子・表情・心的状態の関係を表す非線形関数の
重み付き和によるモデル

本手法では、個人に合わせた心的状態推定のために、既存の
心的状態推定モデルの重み付和により因子毎の影響度合いを調
節し個人に合わせた心的状態推定モデルを構築する。既存の心
的状態推定モデルとは、ある因子と心的状態と表情との関係性
を表すものとする。
人とロボットによる協調作業など状況が限られている場合

は、人の心的状態の変化に共通パターンが見られることが多い
ため、推定時に考慮する他の因子の影響が一般的なものに設定
されている。しかし、好みの分かれそうなロボット行動を含め
た因子により引き起こされた心的状態の変化や情動発生など
は、影響因子が個人に応じて異なると考えられる。
観測した表情と因子の関係から特徴量を抽出し、寄与率が

高いと考えられるモデルの重みを大きくする (図 4)。ニューラ
ルネットワークの構造の高次の層を既存の関数に置き換えたこ
とにほぼ相当すると考えられる。すでに確立された心的状態推
定モデルがあれば、それらの組み合わせを使って個人に合わせ
た推定モデルを構築する。一方で、様々な因子に関する心的状
態推定モデルを複数持つ方が良く、適切なものが無い場合は用
意する必要がある。

6.2 クイズゲームにおける行動選択実験
クイズゲーム中の実験参加者に対しロボットが動作・発話を

する実験を行なった。ロボットはクイズの戦局に応じて実験参
加者を応援するような発話をした (クイズは PC画面に表示)。
推定モデルの構築に用いた非線形関数はクイズ状況を想定し

ヒューリスティックに設計した。心的状態量は気分とした。実
験の前後に、実験結果の評価のための気分評価アンケートを実
施した。(アンケートの回答内容は行動選択には用いられてい
ない。) 実験は大学生・大学院生男女 8名を対象に実施した。
今回の実験の結果においては、表情観測結果のみよりも心的状
態を考慮した場合の結果が良い気分ポイントがより高い参加者
の方が多い結果となった。また、表情変化が比較的少ない実験
参加者の実験結果は低い傾向であった。
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7. 議論
7.1 表情認識の性能に依存する行動生成システムの性能
本研究のポイントは、表情を用いることである。(多くの実

験ではOKAOVision[OMRON]という表情認識を利用した。)

ロボット行動時に観測した表情に個人の感情が表れていたと
き、表情予測結果に基づく行動は相手に喜ばれる可能性が高
かった。一方、表情が通常あまり変化しない実験参加者に関し
ては点数が向上しない傾向が見られた。今後は、複数生理指標
を用いた感情推定手法を利用して個人の感情表出方法に合わせ
たモデル構築手法を目指す。

7.2 ロボット行動の特徴に応じた表情処理
表情の扱い方はロボット行動の意味的特徴や動作的特徴に影

響を受けると考えられる。行動に対する評価が表情等に現れる
までの時間を考慮したり、ロボット動作の速度等で相対化し表
情変化を捉えるなどの対応が考えられる。

8. まとめ
本稿では著者らがこれまでに行ってきた研究について紹介し

た。我々の研究手法のコアアイデアは、ロボットが行動したと
きに個人が見せた表情を用いてロボット行動の気に入られる度
合を評価することと、行動の気に入られる度合いを予測する予
測器を過去の経験に基づいて更新してゆくことである。
提案手法について紹介し、関連研究・実験について述べた。

表情予測結果に基づく行動生成実験では、インタラクション回
数の増加に伴い個人からの評価点が増加したり、良い評価点を
得る期待値の高い方向へとパラメタを変えた動作を行う結果が
一部の実験参加者において見られた。感情が表情など外部に表
出される過程で内部状態量が働くと想定した心的状態変化モデ
ルを行動選択に用いた実験では、表情のみから動作の評価を学
習するときよりも心的状態を考慮し学習したときの方が実験前
後の心的状態変化が良い結果となるケースが多かった。
ロボット行動戦略を更新し生成された行動をしたときに、よ

り高い評価点を得る結果が見られた一方で、表情の変化が少な
い実験参加者や、感情と表情の相関が低い実験参加者の結果は
向上しない傾向であった。評価関数の構築における感情推定結
果の利用方法（表情認識結果の平均を取るか変化量を取るか
など）に課題があると考えられる。今後は、ロボット行動の特
徴（意味的特徴のような抽象度の高い特徴から動作の物理量な
ど）に応じた感情推定結果の利用方法について調査しロボット
行動手法に応用する。
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Human inference system derived from emotion as a value calculation system hypothesis 

 *1 *2 
 Masahiro Miyata  Takashi Omori 

 *1  *2  
 Graduate School of Engineering, Tamagawa University College of Engineering, Tamagawa University 

There were many modeling studies about the emotion. But most of them were phenomenological and don’t approach to the 
brain and/or cognitive mechanism. In this study, we consider a possibility of its computational modeling based on an idea that 
an emotion in wider sense is a value calculation system for an action decision. However, conventional inference methods could 
not explain human intuitive inference and logical inference. In previous study, we propose an integrated model in which the 
intuitive inference is represented as a search process of in a continuous and distributed associative memory, and is switched to 
a symbolic inference mode that biases an associative gain when it found values during the intuitive inference search. In this 
study, we show a merit of emotion based action decision that combines inference, reinforcement learning and reflex. 
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論理モデルに基づく感情生起と感情推測を行うエージェント
Agents Which Generate and Estimate Emotions Based on Logical Model

塚本 麻衣
Mai Tsukamoto

奈良女子大学大学院 人間文化研究科 博士前期課程 情報衣環境学専攻
Department of Computer Science and Clothing Environment,

Graduate School of Humanities and Sciences, Nara Women’s University

Recently, research studies on robots that have emotions and can have dialogues with humans are progressing.
By making it possible to guess the emotions of others, it is possible to generate more kind of human emotions
corresponding to the guessed emotions. In addition, it is desirable that the generation of one’s own emotions and
the estimation of others’ emotions can be performed under the same condition, but such research is not seen in the
past. Therefore, in addition to our previous implementation based on the combination of OCC theory and BDI
model, we have made it possible to estimate others’ emotions using the same definitions as those we have used
so far. Furthermore, whereas we had to give inputs from the environments to our system in the form of logical
formulas, we aim to implement robots that generate emotions based on the beliefs extracted from the sentences
such as conversation.

1. はじめに
近年、ロボットに人間らしい感情を持たせる研究が進んでい

る。特に行動選択において、ロボットが抱いた感情を反映でき
れば、より人間らしい行動がとれると考えられる。そのために
は、行動選択と感情の生起が共通の機構で表現、および実現で
きることが望ましい。
自律エージェントのモデルである BDIモデルとの相性のい

い、OCC theory[OCC 88] と Adam らの研究 [Adam 09] に
よる感情の定義を用いることによって、BDI logicで行動選択
と感情生起の両方を実現することが可能となる。従来、我々は
Adam の論文による形式化を基に、感情を生起するロボット
の実装と複数の感情の同時生起、感情の度合いの実現、時間
経過による度合い減少と感情の削除などの拡張を行っている
[今井 18][浅井 18]。しかし、感情生起の条件となる信念を論理
式の形で入力する必要があった。また、生起される感情やその
妥当性を調べる手段がなかった。
そこで、本研究では与えられた日本語文を構文解析するこ

とで信念を取り出し、それを用いて感情生起を行うよう実装を
行っている。現段階では、構文解析に適した形に手直しした文
からの感情生起が可能となっている。これにより、物語文をサ
ンプルとしての感情生起の妥当性の検証が可能となる。また、
音声認識と組み合わせることで会話からの感情生起など、環境
からの自然な入力による感情生起への応用も期待できる。
さらに、従来の実装では他者の感情の推測を行っておらず、

そのため他者の感情を生起条件に含む自身の感情の生起につい
ても実装が不十分であったため、他者の感情推測を行うように
実装を拡張した。他者の感情の推測についても自身の感情生起
と同一の条件に基づいて行えることが、自然な感情生起のため
には望ましいため、両者で条件として同一の論理式を用いる形
で実装の拡張を行っている。

連絡先: 塚本 麻衣, 奈良女子大学人間文化研究科博士
前期課程情報衣環境学専攻生活情報通信科学コース,
sam tsukamoto@cc.nara-wu.ac.jp

2. 関連研究
感情に関する研究には、機械学習を用いたものもみられる。

[堀宮 12]では、他者反応を含めた文章に感情ラベルを付加し、
学習させることによって、感情を示す言葉や、直接的な感情表
現のない文章に対しても、その後に続く他者からの反応によっ
て感情の推定を可能としている。しかし、機械学習を用いた研
究では、感情の生起理由の説明が困難である。それに対し本
研究では、感情生起を OCC theoryの形式化による論理式で
行っているため、生起した感情に対し、その理由を明確にでき
る利点がある。また機械学習にはより精度を上げるために多量
の教示データが必要となるが、多量のデータを実験で得ること
が難しいなどの問題があるため、我々は採用していない。
ロボットに感情を持たせるにあたり、『ポチは散歩した事を

喜んだ』のように、どの事柄に対して感情を生起しているのか
正しく表現することは、感情が生起した理由説明に用いること
ができるなどの理由で望ましく、感情に関する既存研究におい
てそのような研究もみられる [遠藤 06]。これは、「うれしい」
「かなしい」等の感情表現となる語句の係り元となる 2文節を
抽出し、末尾に「のが」「ことが」を含むものを感情生起表現
（感情が向けられる事象）として得ることを可能としている。
しかし、感情表現となる語句が存在しない文が与えられた場合
は感情の推定が困難であり、感情生起表現が存在しない文が与
えられた場合は、生起した感情を向ける事象を明確にするこ
とが困難であると考えられる。本研究では、4章で述べるよう
に、一つの文から人物、事象、信念の種類と度合いを得ること
によって信念を生成し、特定の信念を得たとき感情生起を行う
ため、文中に感情表現となる語句が存在しない場合も信念生
成、感情生起を行うことを可能としている。また、動詞、また
は動名詞を感情を向ける事象として抽出するため、主語述語が
明記された文であれば、感情生起表現が存在しない文であって
も感情を向ける事象を明確にすることを可能としている。
推定した他者の感情からの行動選択を行う研究や他者の行

動から自身の感情生起を行う研究も多くみられる。例えば
[Tang, 14] では、話者の発話による音響的特徴によっての感
情推定を可能としており、推定した感情に合わせた対話の実
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現を目指しているが、自身の感情生起は行っていない。また、
[石川 18]では、他者の説得に対する受託状況によって自身の
感情状態を遷移させ、感情状態に合わせた対話を試みている
が、他者の感情の推測は行っていない。人間らしさのある自然
な行動を選択するにあたり、他者の感情の推測と自身の感情生
起の両方を行い、生起、推測した感情に沿って行動を選択する
よう実装を行うことが望ましいと考えられる。またその際、自
身の感情生起と他者の感情推測を同一の条件に基づいて行うこ
とが妥当である。本研究では自身の感情生起と他者の感情推測
を同一の条件に基づいて行うよう実装の拡張を行った。

3. 他者の感情の推測
従来の研究 [今井 18][浅井 18]では、他者の信念を得ること

で生起する感情が存在するが、他者の感情の推測については行
われていなかった。しかし、より人間らしいエージェントの実
装を目指すにあたり、他者の感情の推測を行い、推測した感情
に対応した自身の感情の生起を行うことが望ましいと考えら
れる。推測には、自身の感情生起と同一の条件に基づくことが
妥当といえるため、感情の生起条件となる信念を感情推測の対
象が持っていると信じた時、対象の感情の推測を行うよう実装
した。
以下に、同じ感情に対する自身の感情生起の条件と他者の

感情推測の条件の例を挙げる。
感情 Joy（喜び）の生起は以下の形式的定義によって行わ

れる。
Joyif(d) φ := Desid φ ∧ Beli φ (1)

これは「エージェント iにとってイベント φの成立が d程度望
ましく、エージェント iがイベント φの成立を信じた時、エー
ジェント iはイベント φの成立に対する f(d)程度の感情 Joy

を生起する」という意味である。ここで、Desid φは「エージェ
ント iにとってイベント φの成立は d程度望ましい」、Beli φ

は「エージェント iがイベント φの成立を信じている」という
意味である。イベントの成立に対する望ましさの度合い d の
値が大きいほど、感情 Joy の程度も大きくなると考えられる
ため、感情 Joyの度合いを計算する関数 f(d)は増加関数と定
義している。
次に他者の感情 Joy（喜び）の推測は以下の形式的定義に

よって行われる。

Guess Joyi,jf(d) φ := Beli Desjd φ ∧ Beli Belj φ (2)

これは「エージェント jにとってイベント φの成立が d程度
望ましいとエージェント iが信じ、エージェント j がイベント
φの成立を信じているとエージェント iが信じた時、エージェ
ント iはエージェント j のイベント φに対する f(d)程度の感
情 Joyを推測する」という意味である。ここで、Beli Desjd φ

は「エージェント jにとってイベント φの成立が d程度望まし
いとエージェント iが信じている」、Beli Belj φは「エージェ
ント j がイベント φの成立を信じているとエージェント iが
信じている」という意味であり、以下の等価関係が成り立つ。

Guess Joyi,jf(d) φ ≡ Beli(Desjd φ ∧ Belj φ) (3)

これは「『エージェント j にとってイベント φ の成立が d

程度望ましく、エージェント j がイベント φの成立を信じて
いる』ことをエージェン iが信じている時、エージェント iは
エージェント j のイベント φに対する f(d)程度の感情 Joyを
推測する」という意味である。

この式のBeliの中身は式 (1)の右辺と同じ形をしており、他
者の Joyの発生の推定を自身の Joyの生起と同じ条件で行っ
ている事を示す。他の感情の推測に関しても同様に、推測対象
が感情の生起条件の信念を持っていることを信じた時、対象の
感情を推測を行う。これにより、同一の条件に基づいた感情生
起と他者の感情の推測を可能とした。

4. 構文解析
従来の研究 [今井 18][浅井 18]では、事例として物語文から

の感情生起を扱っていたが、感情生起の条件となる信念を、与
えられた物語文から人間が解釈して抽出し、実装に用いている
エージェント記述プラットフォームである Jason[Jason 07]で
の表記によって手動で与えることで感情生起を行う必要があっ
た。しかし、これでは環境からの自然な入力から感情生起する
ことができない。したがって、エージェント自身が文の中から
必要な信念を取り出し、感情生起を行うことが望ましい。そこ
で、本研究では与えられた文を構文解析することで信念を論理
式として取り出し、感情生起を行うよう実装した。
例えば「ポチは散歩したい」という文が与えられると、
『ポチ (名詞)は (助詞)散歩し (動詞「する」の連用)

たい (助動詞「希望」』
のように解析でき、図 1 のように名詞から感情生起の主体で
ある『ポチ』、動詞または動名詞から信念が発生するイベント
『散歩』、助動詞から信念の種類『des(願望)』を取り出す。そ
して、Jasonの記法で
信念 des(pochi,sanpo)[degOfCert(0.5)]

（ポチは散歩が度合い 0.5ほど望ましい）
を生成し、我々のシステムに入力として与え、エージェント『ポ
チ』の信念に追加する。信念の第一引数はイベントの主体となる
エージェント名、第二引数はイベント名、degOfCert()は信念
の度合い (0 ∼ 1)を表す。この時、従来研究 [今井 18][浅井 18]

で述べられている所定の感情生起の条件を満たしていれば、感
情が生起する。

図 1: 構文木および生成される信念

感情を表す信念は、
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『感情 (イベントの主体となる人物,イベント) [度合い]』
または
『感情 (感情を向ける対象)[度合い]』

という形で表現しており、相手に向ける感情を表す際に後者の
形式をとる。感情の生起条件は、

• 主体となる人物

• イベント

• 信念の種類: bel(事象の成立を信じる)、des(事象の成立
を望む)、prob(事象の成立を予期する)、effort(事象の成
立のために努力する)、deserve(事象の成立が相応しい)、
praise(事象の成立は賞賛される)、appealing(相手に魅力
を感じる)、unappealing(相手に魅力を感じない)、famil-

iar(相手に親しみを感じる)等

• 信念の度合い

などを用いた論理式で表現している。
与えられた文から信念を抽出する際、「∼ を探す」 といっ

たイベントの場合、自身が探し物をしていることを認識して
いると共に、探し物を見つけることを望んでいると考えられ
る。そのため、エージェントは探していることを信じる信念
bel(pochi,search) を持つと共に、「見つける」ことを望む信
念 des(pochi,find)[degOfCert(D)]を持つ必要がある。これに
より、探し物を見つけた際に感情 Joy（喜び）を生起させる
ことができる。「∼ を頼む」という動詞についても同様に、
相手に頼み事をしていることを認識していると共に、相手が
頼み事を達成する事を望んでいると考えられる。そのため、
頼むことを信じる信念の他に、他者が ∼ に入るイベントを
発生させることを望む信念を持つ必要がある。例えば『お使
いを頼む』であれば、相手がお使いをすることを望む信念
des(pochi,bel(mike,otsukai))[degOfCert(D)] が生成される。
これにより、相手が頼み事を達成した際に感情 Joy を生起さ
せることができる。このように同じ動詞であってもイベント構
成の一部となるもの（∼で遊ぶ）、別のイベントに対する信念
を呼び出すもの（∼を探す）、信念となる感情を生成するもの
（∼を頼む）が存在する。助動詞についても、信念となる感情
生成に使用するため、種類や順番を考慮して正しい信念を生成
する必要がある。
これらのことから、単語一つ一つに必要な要素を持たせ、構

文解析中に必要であれば追加、削除を行い、適切な形の信念に
変換する必要があった。これらの実現のために、本研究では形
態素解析・構文解析プログラムとして既存のものを採用せず、
信念の抽出に適した構文解析プログラムを新たに作成した。た
だし、現段階では、物語文を解析に適した形に編集してから入
力することで信念を抽出する。
信念生成の際、イベントを主語と動詞句のみからなる文から

生成することも可能であり、例えば『ポチは遊んだ』という文
からは、遊んだことを信じる信念 bel(pochi,play)が生成され
る。しかし、より正確な感情を生成するのであれば、動詞のみ
でなく主体になり得ない名詞 (場所、物、など)をイベント名
に組み込むことで、何に対してその感情を生起したのかを細か
く表現する必要がある。そうすることで、『ポチは公園で遊ん
だ』と言う文から感情 Joy（喜び）が生起した際、「『ポチ』が
『公園で遊んだ』事に対して『喜び』と言う感情を生起した」
ことが分かるようになることが期待される。このように、今後
はイベントの細分化についても実装の改良を目指す。

5. 実験
本章では、本研究で新たに実装した他者の感情の推測の妥

当性と、構文解析プログラムが期待通りの信念を抽出するか
どうかの検証を行う。生起した感情の妥当性を調べる手段とし
て、本来は人間を対象とした調査が望ましいが、大人数を必要
とする心理実験は難しいため、現段階では文学作品を入力とし
て用い、生成される感情が人間の読み取ったものと一致するか
を見ることで検証を行う。シナリオは『はじめてのおつかい』
[筒井 77]から一部抜粋して使用した。シナリオは以下の通り
である。

『お母さんからお使いを頼まれ家を出たみいちゃんは、坂で転
んでしまい、その拍子に持っていたお金を落とした。落ちたお
金を無事見つけたみいちゃんは元気に坂を登って行った。無事
にお使いを済ませたみいちゃんをお母さんが迎えにきた。』

このシナリオを、現段階の構文解析プログラムで信念抽出
可能な形に変えて入力する。
本実験で、生成されることが期待される、みいちゃんの信念

は以下のようなものである。それぞれ、上段に Jason での表
記、下段にその内容を示す。

bel(haha,des(michan,otsukai)[degOfCert(0.5)])

(みいちゃんは「お母さんがお使いすることを望んでいる」
ことを信じる)

bel(michan,korobu)

（みいちゃんは転んだことを信じる）
des(michan,not korobu)[degOfCert(0.5)]

（みいちゃんは転ばないことを望む）
bel(michan,otosu)

（みいちゃんは落し物をしたことを信じる)

des(michan,not otosu)[degOfCert(0.5)]

（みいちゃんは落し物をすることを望まない）
bel(michan,sadasu)

（みいちゃんはお金を探した）
des(michan,find)[degOfCert(0.5)]

（みいちゃんはお金を見つけたい）
bel(michan,find)

(みいちゃんはお金を見つけた)

bel(haha,bel(michan,otsukai))

(みいちゃんは「お母さんがお使いできたことを信じている」
ことを信じる)

また、これらの信念からは、お金を落としたことに対する感
情 Distress(嘆き)、落としたお金を見つけることができたこと
に対する感情 Joy(喜び)の生起、お使いを済ませた事に対する
母の Joyの感情推測が起こることが期待される。
本実験では、入力としては物語を以下の様に編集して与える。

• みいちゃんはお母さんにお使いを頼まれた

• みいちゃんは転んでしまった

• みいちゃんはお金を落としてしまった

• みいちゃんはお金を探した

• みいちゃんはお金を見つけた

• みいちゃんはお母さんにお使いを伝えた
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このように、現段階では、主語が明確な形の文を入力すること
で信念を抽出する。
実験の結果を以下に示す。まず、入力の各文からは以下の信

念が抽出された。
みいちゃんはお母さんにお使いを頼まれた
→ bel(haha,des(michan,otsukai)[degOfCert(0.5)])

みいちゃんは転んでしまった
→ bel(michan,korobu)

des(michan,not korobu)[degOfCert(0.5)]

みいちゃんはお金を落としてしまった
→ bel(michan,otosu)

des(michan,not otosu)[degOfCert(0.5)]

みいちゃんはお金を探した
→ bel(michan,sagasu)

des(michan,find)[degOfCert(0.5)]

みいちゃんはお金を見つけた
→ bel(michan,find)

みいちゃんはお母さんにお使いを伝えた
→ bel(haha,bel(michan,otsukai))

このように、みいちゃんが望んでいなかったと考えられる「転
ぶ」、「お金を落とす」というイベントの発生を望まない信念
を、「お金を探す」というイベントに対して「お金を見つける」
というイベントの発生を望む信念を抽出できるなど、期待通り
の信念が抽出されている。また、それらの信念が入力された結
果、生起した、あるいは他者に対して推測した感情は以下の様
になった。
イベント：転ぶ
→ Distress(嘆き)を生起（度合い 0.5）
イベント：お金を落とした
→ Distress(嘆き)を生起（度合い 0.5）
イベント：探していたお金を見つけた
→ Joy(喜び)を生起（度合い 0.5）
イベント：お使いを済ませた
→母の Joy（喜び）を推測（度合い 0.5）

このように、期待された感情が生起している他、母がイベン
ト「お使い」に対して、感情 Joyの生起条件である信念 des、
belを持っていることを信じたとき、母の感情 Joyを推測して
おり、自身の感情生起と同一の条件に基づいて他者の推測を行
えている。

6. まとめ
本章では、今後の課題について述べる。
本研究では、他者の感情の推測の実装を行った。また、外部

から与えられた文から、感情を生起する人物、イベントの主体
となる人物、イベント、信念となる感情を抽出し、感情生成、
推測の部分に与える信念として構成する構文解析プログラムの
実装を行った。
構文解析プログラムによる信念の抽出については、長期的に

は、人間による入力文の調整を必要としない方向を目指すこと
が必要であるが、それ以外の課題を述べる。まず、現段階では
『ポチは ∼した』といった、主語の存在する文でのみの信念生
成となっているが、今後、より人間らしい感情を生起するため
に、会話を取り入れた感情生起を目指す必要があると考えられ
る。そのため、主語なしの文において主語を補った信念の生成
を行うよう実装を改良することが課題である。また、信念の中
でも、イベント発生のために努力する、イベントが発生するこ

とが賞賛される、などの文の中からの抽出が困難である特定の
信念については、エージェント自身が初期信念として所持する
ことで対処しているが、初期信念として所持するだけでなく、
イベント発生や環境の変化により、新たに生成することも可能
であるべきであると考えられる。しかし、現段階ではこれらの
信念の生成は行われていないため、今後はそれらの信念を文
脈から判断、抽出するよう実装を改良することも課題である。
これらに加え、4章で述べた通り、より明確な感情生起を行う
ために細分化した事象の抽出を行うことも目指す。
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The Future of Animation Industry Drawn by Creators and Artificial Intelligence

Hatanaka Taichi

Creators in Pack Inc.

Recently, the researches of artificial intelligence(AI) have been developed remarkably using the deep learning.
In those fields, the anime is one of the most interesting and difficult research target. On the other hand, from
the viewpoint of the animation industry, AI is strongly expected to help and improve the situation of creating
animation. In this lecture, I show the current problems of the animation industry and the possibility of artificial
intelligence in animation studio with looking to the future of the animation.

1.

, 100

. ,

1

. ,

, .

, ,

.

(Artificial Intelligence: AI)

AI

AI

2.

TV 100

2

: , ,
t.hatanaka@creatorsinpack.com

3.

1 20

3DCG

3DCG

20%

4.

.

.

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3L3-OS-22a-01



.

V

. V

5.

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3L3-OS-22a-01



 

- 1 - 

 
A Proposal of a Mathematical Story Generation Method Based on Hero’s Journey 

 *1 *2 
 Katsuhiro Noguchi Makoto Nakaya 

 *1  *2  
 Comic Artist Aqutras Inc. 

We propose a story generation method that is able to run on machine. It is based on Monomyth known as Hero’s Journey by 
mythologist Joseph Campbell. We reveal event effect and strength at specific timing on the story mathematically by 
trigonometric function. We confirmed indication of a part of archetype on Monomyth and considered examination of 
effectiveness of our method. 

1.  

 
Multi-Agent System

[1]

 

2.  

[2] 1

 

[3]

 

3.  

1

[4]
1

 

3.1  
1

2
t

 ( 3)
2  

 
 

 

 

 
 

3.2  

 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3L3-OS-22a-02



 

- 2 - 

 

3

4

 

4.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
[ ]    

 29  
, 3O1-6in 

[2]  , , , 
, 2015   

[3]  , ,  : , 
2010  

[4]  Yu. ,   , 1979  
 

 

 

 

4  

3  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3L3-OS-22a-02



 

- 1 - 

SF  
Narrative Structure Analysis Punchlines of SF Genre within the Flash Fiction of Shinichi Hoshi 

 *1 *1 
 Shuuhei Toyosawa Murai Hajime 

*1   
Faculty of Systems Information Science, Future University Hakodate 

Abstract: This paper aims to analyze the narrative structure leading to punchlines of genre SF within the flash 
fiction of Shinichi Hoshi, based on classical plot analysis method. This is a process to create plots, and then to 
write texts for automatic generation of stories. There is a feasibility to generate automatically more natural 
stories by analyzing narrative structure leading to punchlines. This paper focuses on the categories of "space", 
"medicine", "automatic device, invention, computer" and "robot" stories from science fiction genre, which is a 
representative genre of Shinichi. By utilizing the result of unification and abstraction of the patterns of the theme 
and conditions / precondition, it would be possible to generate automatically a more natural story like Hoshi.
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Story Creation System based on Sentence Similarity for Supporting Contents Creation

∗1
Haruka Takahashi Miki Ueno Isahara Hitoshi

∗1
Toyohashi University of Technology

In recent years, there are lots of researches to generate creations such as comics and novels by computing
methods. Especially, the orders of sentences is very important for the quality of stories. Thus, the aim of the
research is to construct story creation system in order to consider the flow of the story based on the sentence
similarity.
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Classification method for Four-scene Comics based on Creative Viewpoint

Naoki Mori

Graduate School of Engineering, Osaka Prefecture University

Can the computer create an interesting story? This question is one of the ultimate purpose of artificial intelligence.
The comic analysis has become an attractive research topic in artificial intelligence fields as comic engineering to
tackle that problem, t. Although there are lots of attractive and useful topics and many researchers have been
reported, creating a story by computer is still difficult. One of the most critical reason is that there are no useful
comic datasets for artificial intelligence fields. In this study, I focus on the classification method for four-scene
comics based on creative viewpoint.
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(equivalence)

: A ∼ A

: A ∼ B B ∼ A

: A ∼ B B ∼ C C ∼ A

4.

4

4

4

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3L3-OS-22a-05



(intersection)

Si

⋂

i

Si (1)

Si = {si,1, si,2, si,3, si,4} (2)

si,j Si j

4.1
1

1 3 4

4

1

(1 ) A

(2 )

(3 ) A

(4 )

(1 ) A

(2 ) B A

(3 ) C A

(4 ) D A

4.2
4

4

1 3 4

4

(1 ) B I love you

(2 ) A B

(3 ) B A

(4 ) A

(1 ) A

(2 ) B A

(3 ) A B

(4 ) A

4.3
2 3

2

(1 ) A

(2 ) B

(3 ) A

(4 ) B

(1 ) A C

(2 ) B

(3 ) A B

(4 ) B

3

(1 ) A X

(2 ) B

(3 )

(4 ) X

(1 ) A

(2 ) A

(3 )

(4 ) A

2 3

(1 ) A

(2 ) B

(3 ) C

(4 ) A

(1 ) A

(2 ) B

(3 ) C

(4 ) A

4.3.1

4

4

1 3

LSTM

1 4

(1 ) A

(2 ) B

(3 ) C

(4 ) D
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(1 ) A

(2 ) B

(3 ) C

(4 ) D

( )

(1 ) A

(2 ) B

(3 ) C

(4 ) A

(1 ) B GUI A

(2 ) C

A

(3 ) D

A

(4 ) A
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Autonomous Collection and Feedback of Dialogue Profile for Dialogue Contents Circulation

Masaki Mori Akinobu Lee

Nagoya Institute of Tehchnology, Japan

In this research, we regard a spoken dialogue systems as “dialogue media content” from user’s view, and tries to
realize dialogue media content circulation between creators and users. Focusing on the feedback from users to the
creator of the content, an autonomous collection of dialogue profile and its effective feedback scheme is proposed.
Experimental results showed that among the automatically collected feedback information, displaying recognition
word list and occupation time at each state helps creators for content refinement and updates. Further interview
with a professional creator after a long free-creation run also indicates that this sheme can motivate ones to create
the content.

1.

MMDAgent

[1][2]

2.

[3] 1

[1]

[2]

:

052-735-7550 ri@nitech.ac.jp

1:

2:

3.

1
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3:

3.1
2

3.2
3

MMDAgent

HELEN∗1

Pocket MMDAgent[4] Pocket

MMDAgent

HELEN

3

4.

10

10

1

∗1 GitHub

1:
5

4.0

4.0

3.2

4.0

3.7

4.5

2.7

3.9

3.8

3.1

4.0

4.1

3D

3

150 200

5.

[1] , , , “

”,
3-Q-22 2015

[2] , , “

”,

NL 2014-NL-216(6), 1-6, 2014.

[3] , , “ ”,

, Vol.48, No.5, p.1952-1964, 2007.

[4] , “

MMDAgent ”,

2-2-8 2019.
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2-5-1

A Discussion about Jazz Improvisation System based on Studies with First-Person’s View

∗1
Daichi Ando

∗1
Faculty of System Design, Tokyo Metropolitan University

In this paper, the author shows an example of jazz improvisation acquisition process record based on the author’s
own first-person view research. The example is about practice and cognition of 2-5-1 harmony progresses and
phrases. The record indicates that musician’s cognition of internalize process can be clearly described in such a
way as to rule . Then the author discusses possibilities of that it is effective to adopt musician’s knowledge into
the art creative machine learning system.

1.

2-5-1

(Ge-

netic Programming, GP) (Interactive

Evolutionary Computation)

[ 05, 12, 17, 18a]

DNN Google

Magenta Google Magenta

[ 17]

Cope LISP

[Cope 05] OpenMusic

LISP

LISP

DNN

Cope

( )

GenJam[Biles 94] GenJam

Google Magenta

DNN LSTM

GenJam

DNN

DNN

: 6-6 TEL:042-585-8074,
dandou@tmu.ac.jp

LISP

Sudnow[Sudnow 79]

2.

Sudnow

[Sudnow 79]

Sudnow

[ 15]

1
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Sudnow

Google Magenta

3. 2-5-1

[ 18b] Sudnow

2-5-1

2-5-1 1-2-5-1 (1) -

(2) - (5) - (1) -

C-Major

CM7 - Dm7 - G7 - CM7

(1) 2-5-1

2-5-1

3.1
3.1.1

2-5-1

1 C-major

( 1 3

Dm7, 7531 Dm7: 7 5 3 1

)

1: 2-5-1

Chord Progress 

Key

Performer

Classical Music

Internalize

Chord Progress

Temporary Tonicization (Modulation)

Performer

Internalize

Jazz Improvization

V7 Decides Temporal Key

2:

(

V7 )

3.1.2

2 ( 1 Dm7 )

5-1( 1 G7 CM7 )

1

2 5

2 2-5-1
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3.2 2-5-1
2-5-1

3.2.1

2-5-1

1. 2-5-1 ( )

2.

3. 2-5-1

1. 2-5-1

(

)

3.2.2

9 13

[Amy 86]

2-5-1

4.

2-5-1

1.

2.

2-5-1

Google Magenta

Google Magenta DNN

Google Magenta

5.
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/
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rating jazz solos, in Proceedings of 1994 International

Computer Music Conference, Arhus (1994), ICMA

[Cope 05] Cope, D.: Computer Models of Musical Creativ-

ity, MIT Press, Cambridge (2005)

[Sudnow 79] Sudnow, D.: Ways of the Hand - The Orga-

nization of Improvised Conduct, MIT Press (1979)

[ 05] , Dahlstedt, P., Nordahl, M. G.,
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, , Vol. 4, No. 2, pp. 77–86 (2005)

[ 12]

Breeding ,
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[ 15] 4

2 ,

2015 (2015)

[ 17]
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Of application of artificial intelligence to fashion design: 
based on the analysis of cultural background of fashion 

       *1*3      *2*3 
 Yoko Fujishima Osamu Sakura 

 *1  *2        
 Graduate School of Interdisciplinary Information Studies, Interfaculty Initiative in Information Studies,   
 The University of Tokyo The University of Tokyo 

*3  
RIKEN-AIP 

Abstract: We argue that how AI can be applied to the field of fashion design. Historically, fashion inherent peculiar 
negative attitude toward technology, related to the traditional thought against artistic object and mass production. This 
philosophical background would be significant for the evaluation of an impact of AI upon fashion design. Moreover, 
based on the analysis of the current technological character of AI and several experimental trial which AI designs 
fashion, AI has affinity with the design process in fashion. However, the current technological mechanism of AI 
corresponds with only primary research process in the inclusive flow of fashion design. The value system of fashion 
strongly depends on the sensibility of the fashion designer, and it closely linked with the inclusive process, rather than 
each step. Therefore, AI requires the symbiosis with human designers to create value in the context of fashion design. 
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 [Benjamin 08] Benjamin, W.: The Work of Art in the Age of its 
Technological Reproducibility. In: Jennings M.W. et al., eds., The 
Work of Art in the Age of Its Technical Reproducibility and Other 
Writings on Media, Belknap of Harvard University Press, Cambridge, 
MA. (2008) 

 (2000) 
[Bolton 16] Bolton, A.: Manus x Machina: Fashion in an Age of 

Technology. Metropolitan Museum of Art, New York, NY. (2016)  
[Bostrom 14] Bostrom, N.: Superintelligence. Oxford University Press, 

Oxford. (2014) 
[Choi 18] Choi, K. and Lewis, V. D.: An Inclusive System for Fashion 

Criticism. International of Journal of Fashion Design, Technology and 
Education, 11(1): 12-21 (2018) 

[Kurzweil 05] Kurzweil, R.: The Singularity Is Near. Viking, New York, 
NY. (2005) 

[Tegmark 17] Tegmark, M.: Life 3.0: Being Human in the Age of Artificial 
Intelligence. Knopf, London. (2017) 
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cGAN

Tone Pasting Using cGANs with Tone Feature Loss

Koki Tsubota Kiyoharu Aizawa

The University of Tokyo

Tone pasting is one of the processes of manga creation and there is a demand for automatic tone pasting. In
this study, we tackle a task of automatic tone pasting of manga characters. Tone pasting is difficult because tones
have characteristic patterns. It is hard to learn tone patterns for usual conditional generative adversarial networks
(cGANs) which are combined with L1 loss or perceptual loss. To train pasting tones in a tone pattern aware
manner, we introduce tone feature loss to cGANs. Tone feature loss is the distance between tone features of target
images and those of generated images. We performed experiments on two characters in Manga109 and showed our
results are equal to or more visually appealing than those by a baseline method.

1:

1.

1

[Isola 17, Ci 18]

conditinal generative adversarial

network (cGAN)

:

113-8656 7-3-1

TEL: 03-5841-6761

Email: tsubota@hal.t.u-tokyo.ac.jp

2.

2.1

pix2pix [Isola 17] cGAN

cGAN

[Hensman 17, Furusawa 17] [Ci 18]

cGAN

2.2 cGAN
cGAN

adversarial loss

L1 loss [Isola 17] L2 loss

[Pathak 16] perceptual loss [Ci 18]

L1 loss L2 loss 1

perceptual

loss

3.

cGAN

2 cGAN

pix2pix [Isola 17]

x

y x

cGAN G D
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2: c©

3.1 pix2pix
pix2pix [Isola 17]

adversarial loss

Ladv(G,D) =Ex,y [logD(x, y)]

+Ex,y [log (1−D(x,G(x)))] , (1)

L1 loss

L1 loss

L1(G) = Ex,y [||y −G(x)||1] . (2)

L(G,D) = Ladv(G,D) + λL1(G), (3)

G

G∗ = argmin
G

max
D

L(G,D). (4)

L1

3.2
cGAN

F

Ltone(G) = Ex,y [||F (y)− F (G(x))||1] , (5)

F Gabor

[Qu 06] F

Ltone

L(G,D) = Ladv(G,D) + λtoneLtone(G). (6)

4

4.

4.1

Manga109 [Matsui 16, Ogawa 18]

3: “ ” “ ”

c© c©

“body”

“ ” “ ” “ ”

“ ” 3 “ ”

“ ”

“ ” 151 “ ” 239

“ ” 104

14 33 “

” 168 20

51

2

[Li 17]

Isola [Isola 17]

cGAN U-

net [Ronneberger 15]

PatchGAN λtone = 100

256

256x256

4.2
4 5 pix2pix

4

pix2pix

λ

L1 λ

5

5.

cGAN

pix2pix
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1

2
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pix2pix, λ = 10 pix2pix, λ = 100 Ground Truth

4: “ ” c©

pix2pix, λ = 10 pix2pix, λ = 100 Ground Truth

5: “ ” c©

[Ci 18] Ci, Y., Ma, X., Wang, Z., Li, H., and Luo, Z.: User-

Guided Deep Anime Line Art Colorization with Condi-

tional Adversarial Networks, in Proceedings of the 26th

ACM International Conference on Multimedia, pp. 1536–

1544 (2018)
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Briefs (2017)

[Hensman 17] Hensman, P. and Aizawa, K.: cGAN-Based
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2nd International Workshop on coMics Analysis, Pro-
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Conference on Document Analysis and Recognition, pp.

72–77 (2017)

[Isola 17] Isola, P., Zhu, J.-Y., Zhou, T., and Efros, A. A.:

Image-to-Image Translation with Conditional Adversar-

ial Networks, in Proceedings of the IEEE Conference on

CVPR, pp. 5967–5976 (2017)

[Li 17] Li, C., Liu, X., and Wong, T.-T.: Deep Extraction
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ics, Vol. 36, No. 4, pp. 117:1–117:12 (2017)

[Matsui 16] Matsui, Y., Ito, K., Aramaki, Y., Fujimoto, A.,
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manga retrieval using manga109 dataset, Multimedia

Tools and Applications (2016)
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Comics using Manga109 Annotations, arXiv preprint

arXiv:1803.08670 (2018)

[Pathak 16] Pathak, D., Krahenbuhl, P., Donahue, J., Dar-

rell, T., and Efros, A. A.: Context encoders: Feature
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learning by inpainting, in Proceedings of the IEEE Con-

ference on CVPR, pp. 2536–2544 (2016)

[Qu 06] Qu, Y., Wong, T.-T., and Heng, P.-A.: Manga Col-

orization, ACM Transactions on Graphics, Vol. 25, No. 3,

pp. 1214–1220 (2006)

[Ronneberger 15] Ronneberger, O., Fischer, P., and
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cal image segmentation, in International Conference on

Medical image computing and computer-assisted inter-

vention, pp. 234–241 (2015)
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Creative Future will be Created by Contents Creators and Artificial Intelligence

∗1
Miki Ueno

∗1 ,
Toyohashi University of Technology, Information and Media Center

Contents creators well consider their thoughts and feelings to represent original contents. Recently, there have
been proposed lots of researches for creative contents from the several aspects in artificial intelligence field. I discuss
the possibility of collaborative methods and novel representation for contents creators and artificial Intelligence.

1.

2.

[1]
[2] [3]

[4] [5],
[6]

109
Manga109[2][7], 100

eBDtheque[8]

: ,
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AI

4.AI: Yonkoma AI
Contents Creators and Artificial Intelligence 
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脳波から音声言語情報を抽出・識別する
新田 恒雄（早稲田大学/豊橋技術科学大学）、桂田 浩一（東京理科大学）、入部 百合絵（愛知県立大学）、田口

亮（名古屋工業大学）
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room P (Front-left room of 1F Exhibition hall)
 

 
Describing Brain Activity Evoked by Speech Stimuli 
〇Rino Urushihara1, Ichiro Kobayashi1, Hiroto Yamaguchi2,3, Tomoya Nakai2,3, Shinji

Nishimoto2,3 （1. Ochanomizu University, 2. National Institute of Information and

Communications Technology, 3. Osaka University） 

 1:50 PM -  2:10 PM   

Development of Syllable Labelling Tool for Electroencephalogram
Data 
〇Mingchuan Fu1, Ryo Taguchi1, Kentaro Fukai2, Kouichi Katsurada2, Tsuneo Nitta3,4

（1. Nagoya Institute of Technology, 2. Tokyo University of Science, 3. Waseda

University, 4. Toyohashi University of Technology） 

 2:10 PM -  2:30 PM   

Word Recognition from speech-imagery EEG 
〇Satoka Hirata1, Yurie Iribe1, Kentaro Fukai2, Kouichi Katsurada2, Tsuneo Nitta3,4 （1.

Aichi Prefectural Univ., 2. Tokyo Univ. of Science, 3. Waseda Univ., 4. Toyohashi Univ. of

Tech.） 

 2:30 PM -  2:50 PM   

Syllable recognition in speech-imagery EEG 
〇Kentaro Fukai1, Hidefumi Ohmura1, Kouichi Katsurada1, Tsuneo Nitta2,3 （1. Tokyo

University of Science, 2. Waseda University, 3. Toyohashi University of Technology） 

 2:50 PM -  3:10 PM   

BCI Studies on Extraction of Spoken Language representation from
Speech Imagery EEG 
〇Tsuneo Nitta1, KENTAROU FUKAI2, KOUICHI KATSURADA2, YURIE IRIBE3, RYOU

TAGUCHI4, SHUNJI SUGIMOTO5, JUNSEI HORIKAWA5 （1. Waseda University, 2. Tokyo

Science University, 3. Aichi Prefectural University, 4. Nagoya Institute of Technology, 5.

Toyohashi University of Technology） 

 3:10 PM -  3:30 PM   



Describing Brain Activity Evoked by Speech Stimuli

∗1
Rino Urushihara

∗1
Ichiro Kobayashi

∗2∗3
Hiroto Yamaguchi

∗2∗3
Tomoya Nakai

∗2∗3
Shinji Nishimoto

∗1
Ochanomizu University

∗2
National Institute of Information and Communications Technology

∗3
Osaka University

The analysis of semantic activities in the human brain is an area of active field of study. In this paper, we propose
a deep learning method to describe text for semantic representations evoked by speech stimuli from Functional
Magnetic Resonance Imaging (fMRI) brain data. Thereby, our study aims to decode higher order perception which
a person recalled in the brain by speech stimuli. However, collecting a large-scale brain activity dataset is difficult
because observing brain activity data with fMRI is expensive, although a method with deep learning requires a
large-scale dataset. We therefore use an automatic speech recognition method and utilize a small amounts of
fMRI data efficiently for machine learning. Through experiments, we have conformed high correlation between the
predicted features from fMRI data and the speech features.
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Development of Syllable Labelling Tool for Electroencephalogram Data 

 *1  *1  *2  *2  *3, 4 
Mingchua Fu         Ryo Taguchi              Kentaro Fukai         Kouichi Katsurada        Tsuneo Nitta 

*1          *2     *3 *4  
Nagoya Institute of Technology Tokyo University of Science Waseda University Toyohashi University of Technology 

EEG (Electroencephalogram) is an electrical signal representing activity of the brain and have been used for healthcare and 
brain-machine interface. Recently, research to estimate imagined linguistic information from EEG signals was launched. The 
research needs labeled EEG dataset that are given boundaries of imagined syllables. In this paper, we propose the syllable 
labeling tool for research on EEG. Labelers can adjust boundaries of each syllable using a mouse or a keyboard while observing 
features extracted from EEG signals. They can also easily reuse analytical methods developed by themselves because this tool 
runs on MATLAB. Moreover, in this paper, we describe a semi-automatic labeling method to improve operating efficiency.  
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[1] Shindo, et al: Effects of neurofeedback training with an 

electroencephalogram-based brain-computer interface for 
hand paralysis in patients with chronic stroke: a preliminary 
case series study. J Rehabil Med., 43, pp. 951--957, 2011. 

[2] 
2017 2017  

[3] : 
BCI 33  2019  

[4] 33
 2019  

[5] http://htk.eng.cam.ac.uk/ 
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Word Recognition from speech-imagery EEG 

 *1        *1        *2         *2            *3, 4 
Satoka Hirata                 Yurie Iribe                   Kentaro Fukai               Kouichi Katsurada          Tsuneo Nitta 

Aichi Prefectual Univ. #1 Tokyo Univ. of Science #2 Waseda Univ.#3 Toyohashi Univ. of Tech.#4 

Previous research suggests that humans manipulate the machine using their electroencephalogram called BCI (Brain 
Computer Interface). However, there are not existed effective methods for speech imagery recognition. In this report, we 
propose the word recognition method using line spectra extracted from EEG signal of continuously speech imagery. The 
word recognition can be achieved based on syllable-HMM model constructed by line spectra of fourteen syllables(/i/,/chi/, 
/ni/,/sa/,/N/,/yo/,/go/,/ro/,/ku/,/na/,/ha/,/kyu/,/u/,/ze/). The word recognition of ten numbers was conducted in our experiment. 
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[1] Bouchard, K.E. et al.: Functional organization of human sensorimotor

cortex for speech articulation. Nature; 497(7441): pp.327-332 2013. 
[2] Flinker et al.: Redefining the role of Broca’s area in speech PNAS 

vol.112 no.9 pp.2871-2875, 2015. 
[3] Indefrey, P.et al., The spatial and temporal signatures of word 

production components, Cognition 92, 101-144, 2004. 
[4] BCI -HMM -  
     MBE2014-130 NC2014-81 pp.81-84 2015. 
[5] BCI

2019
[6]  

2019. 4   
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Syllable recognition in speech-imagery EEG 

 *1         *1         *1         *2, 3 
                                 Kentaro Fukai               Hidefumi Ohmura         Kouichi Katsurada            Tsuneo Nitta 

Tokyo Univ. of Science#1 Waseda Univ.#2 Toyohashi Univ. of Tech.#3 

Fundamental research on speech-imagery recognition for BCI is one of the challenging technologies, however, the effective 
method to break through various difficulties in this area does not exist now. In this report, we propose the feature extraction of 
line spectra from EEG signal that represent linguistic information. Sixteen syllables in ten digits that are extracted from 
continuously-imagined-speech by hand-labelling are evaluated. Experimental results for syllable recognition based on subspace 
method are described.  
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BCI  
BCI Research framework based on the extraction of language-representation in speech-imagery EEG 

 *1, 2    *3   *3     *4    *5   *2  *2 
Tsuneo Nitta              Kentaro Fukai       Kouichi Katsurada       Yurie Iribe           Ryo Taguchi   Shunji Sugimoto   Junsei Horikawa 

Waseda Univ.#1 Toyohashi Univ. of Tech.#2 Tokyo Univ. of Science#3 Aichi Prefectual Univ.#4 Nagoya Institute of Tech.#5 

Speech imagery, or silent speech, recognition from Electroencephalogram (EEG) is one of the challenging technologies for 
non-invasive brain-computer-interface (BCI). In this report we regard the representation of language as the difference of line 
spectra of syllables observed at Broker area and develop the method for extracting line spectra in EEG signal. The BCI 
research framework based on the extraction of language-representation, as well as several examples of syllable investigated 
using nine electrodes around Broker area, are presented. 
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Interactive Session

Interactive Session 1
Thu. Jun 6, 2019 10:30 AM - 12:10 PM  Room R (Center area of 1F Exhibition hall)
 

 
Traffic Risk Estimation from On-vehicle Video by Region-based Spatio-
temporal DNN trained using Comparative Loss 
〇Kwong Cheong Ng1, Yuki Murata1, Masayasu Atsumi1 （1. Dept. of Information Systems Sci.,

Graduate School of Eng., Soka University） 

10:30 AM - 12:10 PM   

Bi-directional multimodal generetion via estimating conditional
distribution of latent variables obtained from pre-trained generative
models 
〇Shigeaki Imakiire1, Masanao Ochi1, Junichiro Mori1, Ichiro Sakata1 （1. University of Tokyo

School of Engineering Department of Technology Management for Innovation） 

10:30 AM - 12:10 PM   

Binarized Variational Information Bottleneck 
〇Makoto Kawano1, Yu Oya2, Satoshi Yagi2, Jin Nakazawa1 （1. Keio University, 2. NTT

Corporation） 

10:30 AM - 12:10 PM   

Semi-supervised Domain Adaptation using Prediction Models in
Associated Domains 
〇Yasuhiro Sogawa1, Tomoya Sakai1 （1. NEC Corporation） 

10:30 AM - 12:10 PM   

A study on measures in multi-armed bandit problem with hidden state. 
〇Kouhei Kudo1, Takashi Takekawa1 （1. Kogakuin University） 

10:30 AM - 12:10 PM   

An Approach to Unseen Classs Classification with In-Service Predictors 
〇Tomoya Sakai1, Yasuhiro Sogawa1 （1. NEC Corporation） 

10:30 AM - 12:10 PM   

Multi-armed bandit algorithm applicable to stationary and non-
stationary environment using self-organizing maps 
〇Nobuhito Manome1,2, Shuji Shinohara2, Kouta Suzuki1,2, Kosuke Tomonaga1,2, Shunji

Mitsuyoshi2 （1. SoftBank Robotics Corp., 2. Graduate School of Engineering, The University
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Traffic Risk Estimation from On-vehicle Video by Region-based  

Spatio-temporal DNN trained using Comparative Loss 

Kwong Cheong Ng        Yuki Murata        Masayasu Atsumi 

Dept. of Information Systems Sci., Graduate School of Eng., Soka University 

Abstract: We propose a method to estimate the traffic risk during road navigation based on the region-based spatio-
temporal deep neural network (DNN) trained by the comparative loss function. In this method, moving object regions are 
extracted using the object detector YOLO and their features are clipped out from the middle layer of the detector. Then, these 
feature sequence is used to estimate the traffic risk by the spatio-temporal DNN followed by the risk estimation network. 
Experiments were conducted using the KITTI and Dashcam Accident dataset images and we have shown that it is possible to 
estimate a dangerous traffic situation using the proposed risk estimation network. 

1. Introduction 
In the research of advanced driver-assistance systems (ADAS) 

and autonomous driving, numerous studies have been conducted 
to estimate the risk of traffic situation from images of driver’s 
viewpoints [1, 2, 7]. In this paper, we propose a traffic risk 
estimation method based on the region-based spatio-temporal 
deep neural network (DNN) trained using the comparative loss 
function. In this method, first, moving object regions are detected 
using the object detector YOLO [4, 5] from each frame of a 
video and their features are extracted from a middle layer of the 
detector. Then, these object feature sequence is input into the 
spatio-temporal pattern encoding network which consists of a 
convolutional neural network (CNN) and a long short-term 
memory (LSTM) and the risk is estimated by the risk estimation 
network trained by the comparative loss function. The accuracy 
of the risk estimation is evaluated using a dataset of on-vehicle 
cameras. 

2. Related Work 

2.1 Traffic Risk Estimation 
Several studies have been proposed in the research of 

estimating upcoming traffic incidents. Chan et al. [1] proposed a 
dynamic-spatial-attention Recurrent Neural Network (RNN) that 
could anticipates accidents before they occur. Suzuki et al. [2] 
extended the work of Chan by introducing an Adaptive Loss for 
Early Anticipation (AdaLEA) method which allows a model to 
learn earlier incident anticipation as training progresses. In 
addition, a quasi-recurrent neural network (QRNN) is adopted in 
the base model to enable stable output from temporal 
convolution on sequential data such as videos. However, these 
methods are specialized in anticipating traffic accidents, while 
our proposed method takes into account learning risk estimation 
of any traffic situation including accidents, risky incidents, 
congestion and so on through the comparative loss function. On 
the other hand, Mark et al. [6] suggested a Deep Predictive 
Model that can learn its own, task-specific filters which improves 
prediction performance. The model uses a Bayesian 

convolutional long short-term memory (ConvLSTM) method to 
process spatio-temporal visual data, proprioceptive data and 
steering commands to identify potential impending collisions. In 
addition, Ernest Cheung et al [8] proposed another approach 
called Trajectory to Driver Behavior Mapping (TDBM) that 
accounts the driving behavior of neighboring vehicles to perform 
risk assessment.    

2.2 Traffic Datasets for Risk Estimation 
 Several datasets are available for studies of the traffic risk 
estimation. In [1], the Dashcam video dataset is proposed to 
evaluate the proposed method in which 678 dashcam videos 
captured across six cities in Taiwan are used. This dataset is also 
used in this paper to estimate risk for traffic accidents. To focus 
on near-miss traffic incidents, Suzuki et al [7] introduced a Large 
Scale Near-Miss Traffic Incident database (NIDB) that 
comprises over 6.2K videos and 1.3M frames, many of which are 
incident scenes and are classified into seven classes, including 
low/high risk for bicycles, pedestrians, and vehicles, as well as a 
background class. However, as the NIDB dataset is not open-
source, it is not used in this paper. Mark et al. [6] uses a robotic 
simulation platform proposed in [9] to simulate experiment data, 
whereby the training dataset is generated using a series of 
dynamic street scenes involving two vehicles in a sparsed 
simulated environment. Due to the dataset is not generated from 
a real environment, the approach is not used in this paper. 

3. Risk Estimation Method 

3.1 Overview 
As shown in Figure 1, the proposed network consists of the 

object detector YOLOv2, a moving objects’ spatial pattern 
encoding CNN, a moving objects’ spatio-temporal pattern 
encoding LSTM, and a risk estimation network. First, moving 
object regions are detected using the YOLO object detector from 
on-vehicle camera images and their features are extracted from 
its middle layer. Then, by inputting the feature sequence of these 
moving object regions into the spatio-temporal pattern encoding 
network which consists of a CNN and a LSTM, spatio-temporal 
feature of moving objects are extracted, and the traffic risk is 
estimated based on the risk estimation network. The risk 
estimation network is trained by the comparative loss function 
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Figure 1: Overview of proposed network 

 
using a set of pairs of images with different relative risk levels. 

3.2 Object Feature Extraction 
To estimate the risk level on an on-vehicle camera images, it is 

necessary to detect objects which are involved in traffic risk. 
Although it is necessary to attend various objects during driving, 
the important attention targets are moving objects. Therefore, in 
this research, a pre-trained YOLO using the COCO dataset is 
further trained using the KITTI dataset [3] and the Dashcam 
Accident dataset [1], which are on-vehicle camera datasets, to 
detect moving objects. The target objects to be detected are 
classified into the following seven categories – car, truck, person, 
tram, bicycle, motorbike and bus. These categories were unified 
between the two datasets. 
 

After detecting the moving objects, their features are extracted 
using the coordinates of them from middle convolutional layers 
of the YOLO. The 21st layer is used as the middle layer for 
YOLOv2.  

3.3 Moving Objects’ Spatio-temporal Feature 
The moving objects’ spatio-temporal feature is extracted by 

applying the spatio-temporal pattern encoding network to a 
composite feature map in which only the convolutional features 
of moving object regions are clipped from a feature map of the 
middle layer of YOLO (Figure 1). The network consists of the 
spatial pattern encoding CNN followed by a spatial pyramid 
pooling layer and the spatio-temporal pattern encoding LSTM. 
Figure 2 shows the detailed configuration of the network. In the 
figure, the (2, 2) of the max pooling layer represents the kernel 
size and the stride. The (512, 3, 1, 1) of the convolutional layer 
represents the number of output channels, the kernel size, and the 
padding width. The (3) in the spatial pyramid pooling layer is the 
number of pyramid levels. 

3.4 Risk Estimation and Comparative Loss Function 
In general, it is difficult to evaluate traffic risk by objective 

numerical values. On the other hand, it is easier to evaluate 
which is dangerous between a situation where an accident is 
likely to occur and a situation where no accident occurs or which 
is dangerous between a congested situation and a non-congested 
situation. Therefore, we introduce the comparative loss function 
that learns a correct risk estimation function through relative  

 

Figure 2: Spatio-temporal pattern encoding network of 
moving objects 

 
comparison of the risk level between pairs of two spatio-
temporal patterns of moving objects. In training, each estimated 
risk is tuned according to a supervised signal that gives which is 
more dangerous. Let two camera images be labelled as , 
their relative risk be labelled as , and  be 
estimated risks by a sigmoid activation function of the risk 
estimation network (a perception) respectively. The  is 
a supervised signal which takes a value of 1 when  is more 
dangerous than , -1 when is safer than , and 0 when 
both are comparatively equal. Then, the comparative loss 
function is defined by the following equation:  

 
 

Here,  is a parameter that provides a margin of relative 
comparison. 
 

In risk estimation, the degree of risk is computed by the risk 
estimation network from the moving objects’ spatio-temporal 
pattern in each frame interval of a video. 

4. Dataset  
In experiments, both the KITTI dataset [3] and Dashcam 

Accident dataset [1] were used for training the object detection 
network YOLO, and the Dashcam Accident dataset was used for 
risk estimation experiments. The Dashcam Accident dataset 
contains videos with accidents and videos without accidents, and 
only videos with accidents were used in experiments. Each video 
consists of 100 frames and accidents occur in the last 10 frames. 
Therefore, in risk prediction experiments, each video was divided 
into a non-accident part of the former 50 frames and an accident 
part of the latter 50 frames. The dataset used for the risk 
estimation is configured as shown in Table 1. 
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Table 1.  Configuration of a dataset. Videos with accidents 
(positive) samples and videos without accidents (negative) 

samples. Numerical values in each cell represent the number of 
videos/ the number of frames 

 
 Training Test 
positive 455/22750 164/8200 
negative 455/22750 164/8200 

5. Experiments 

5.1 Outline of Experiments 
The evaluation of risk estimation was performed for two 

cases: one was performed between videos with accidents and 
videos without accidents, and the other was performed between 
two videos without accidents. In the former, the comparative loss 
function specifies the relative comparison in which videos with 
accidents are more dangerous. Here, the relative comparison 
margin was set to 0.5. In the latter, the comparative loss function 
specifies relative comparison in which videos with more moving 
objects are more dangerous. Here in this case, the relative 
comparison margin was set to 0.1. 

5.2 Results 
The detection performance of moving objects using YOLOv2 

was evaluated by the mean average precision (mAP) and the 
intersection over union (IOU). As a result, the mAP was 0.2902 
and IOU was 0.5996. Since the result of detection performance 
was not so accurate, we evaluated the risk prediction 
performance by extracting moving object features from YOLOv2 
using ground truth object region boxes.  

 
Table 2 shows the result of risk estimation between videos 

with accidents and videos without accidents. 
 

In table 2, BG_ZERO and BG_GN represent that the region 
other than moving objects is filled with zero (for BG_ZERO) and 
filled with Gaussian noise (for BG_GN) respectively. In addition, 
‘DO’ represents that a dropout is applied to the output of the 
fully connected layer in Figure 2. 

 
 Table 3 shows the result of risk estimation between two videos 

without accidents but with the different numbers of moving 
objects. 
 

Table 2.  Accuracy of risk estimation between videos with 
accidents and videos without accidents 

 

 
Training ( ) Test ( ) 

w/ DO w/o DO w/ DO w/o DO 

BG_ZERO 99.771 97.706 69.565 62.733 
BG_GN 97.706 94.839 70.807 72.050 

 
 

 

Table 3. Accuracy of risk estimation between videos without 
accidents but with the different number of moving objects 

 
 Training w/o DO ( ) Test w/o DO ( ) 
BG_ZERO 93.349 86.957 

 
Based on the results of these experiments, we found that the 

proposed method achieved a better result when BG_GN was 
used. This means that the Gaussian noise is useful to achieve 
robust training for risk estimation. In addition, we found that the 
proposed method was able to estimate dangerous situation not 
only caused by accidents but also triggered by congestion. 

6. Conclusion 

    In this paper, we have proposed a traffic risk estimation DNN 
which is trained by the comparative loss function. This network 
encodes a spatio-temporal pattern of moving objects based on 
YOLO and the spatio temporal network and estimates traffic risk 
using the risk estimation network. Then, in the experiments, we 
have shown that it is possible to estimate traffic risk by the 
proposed network. As a future work, we are going to improve the 
accuracy of preliminary risk prediction by extending the risk 
estimation network. To improve the efficiency of the feature 
extraction, we are going to study the latest object detector 
YOLOv3 in hope of replacing YOLOv2 for better performance. 
In addition, we hope to study the effect of detecting traffic signs 
in traffic risk estimation and add them as a new object detection 
category. 
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Bi-directional multimodal generetion via estimating conditional distribution of latent variables
obtained from pre-trained generative models

Shigeaki Imakiire Masanao Ochi Junichiro Mori Ichiro Sakata

University of Tokyo School of Engineering Department of Technology Management for Innovation

In recent years, research on multimodal generation that mutually converts between different data such as im-
ages and sentences has attracted attention from the viewpoint of applicability to real service such as automatic
annotation of images and subtitles of audio.

Meanwhile, in the field of machine learning research, reusable trained models trained using large-scale data sets
are being opened to the public, and the number is expected to increase in the future.

Therefore, in this research, we aim to realize multimodal generation with small data by utilizing this trained
model. In this paper, we propose a multimodal generation method using a trained generation model in which latent
variables of individual modality can be inferred and a small amount of data set. We realized multimodal generation
by estimating the conditional distribution of latent variables obtained from trained models using small number of
train data.
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Binarized Variational Information Bottleneck

∗1
Makoto Kawano

∗2
Yu Oya

∗2
Satoshi Yagi

∗1
Jin Nakazawa

∗1
Graduate School of Media and Governance, Keio University

∗2NTT
NTT Software Innovation Center

Deep neural networks are utilized in various applications in real worlds, thanks to their capabilities. One of
the fashions of it is their deployment on edge devices. With edge devices, deep neural networks can be used in
the context of IoT. However, the specification of those edge devices is often poor so that deep neural networks
cannot be deployed. Binary neural networks, whose weights and activations are binarized, is one of the solutions.
There is a well-known issue, the drastic drop in accuracy compared to its full precision networks. We consider that
this is because the binary neural networks can only represent a subset of discrete functions so that they become
sensitive to the input perturbation: the lack of robustness for inputs. In this paper, we propose a regularization
approach that helps to alleviate the over-fitting problem by introducing variational information bottleneck. We
show ablation studies on CIFAR-10 that reduce loss value the though accuracy is maintained on AlexNet-like
networks with different binary activation functions.
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Semi-supervised Domain Adaptation using Prediction Models in Associated Domains

Yasuhiro Sogawa Tomoya Sakai

NEC
NEC Corporation

Semi-supervised domain adaptation which trains a prediction model so that it adapts to novel domains from a
few labeled and relatively large unlabeled observations. In this talk, we consider semi-supervised domain adaptation
and propose a model embedding method. Unlike the conventional semi-supervised domain adaptation, our work
utilizes prediction models in source domains. Moreover, our method can generate a pseudo label to unlabeled data
without any special assumption on data distribution. Through experiments, we confirm the effectiveness of our
proposed model embedding approach.

1.
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A study on measures in multi-armed bandit problem with hidden state 

 *1 *1 
 Kouhei Kudo Takasi Takekawa 

*1  
Faculty of Informatics Kogakuin University 

Abstract: The Bandit problem is a matter of maximizing the current reward by selecting one out of the options and acquiring 
the reward, while limiting it to one state. Reinforcement learning is a problem of maximizing rewards earned in the future by 
performing various actions from options, in the presence of multiple states. The difference between the two is that state 
information is known, and multiple states are taken into account. In this simulation, we consider a model in which the current 
state and state transition information is unknown, maintaining one state for a certain period of time and then transitioning to 
another state. Regarding this model, we compare the general Bandit problem policy and reinforcement learning policy by 
cumulative reward. As a result, the cumulative reward was higher for the reinforcement learning policy than for the Bandit 
problem policy. 
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An Approach to Unseen Classs Classification with In-Service Predictors

Tomoya Sakai Yasuhiro Sogawa

NEC
NEC Data Science Research Laboratories

The goal of zero-shot learning is to recognize a novel class that did not appear in training. In this talk, we
introduce a novel approach to zero-shot learning. Our approach reuses in-service predictors which are often available
in practice. Unlike most of the existing methods, our method does not require to replace in-service predictors with
new predictors specifically designed for zero-shot learning.
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Multi-armed bandit algorithm applicable to stationary and non-stationary environment using self-
organizing maps 

 *1*2 *2 *1*2 *1*2 *2 
 Nobuhito Manome Shuji Shinohara Kouta Suzuki Kosuke Tomonaga Shunji Mitsuyoshi 

 *1  *2  
 SoftBank Robotics Corp. Graduate School of Engineering, The University of Tokyo 

A communication robots aiming to satisfy the users facing them needs to take appropriate behavior more rapidly. However, 
user requests often change while these robots are determining the most appropriate behavior for these users. Therefore, it is 
difficult for robots to derive an appropriate behavior. Such problems are formulated as a multi-armed bandit problem. To solve 
this problem, we proposed a multi-armed bandit algorithm capable of adaptation to stationary and non-stationary environments 
using self-organizing map. In this study, numerous experiments were conducted considering a stochastic multi-armed bandit 
problem in both stationary and non-stationary environments. Consequently, the proposed algorithm demonstrated equivalent 
or improved effectiveness in stationary environments with numerous arms and consistently strong capability in non-stationary 
environments regardless of the number of arms in contrast with existing UCB1, UCB1-Tuned, and Thompson Sampling 
algorithms. 

 

1.  

 
[Robbins 1952]

[Sutton 1998]   

ε-greedy [Sutton 1998] Softmax policy [Sutton 1998] Upper-
Confidence Bound (UCB) policies [Auer 2002]

[Kocsis 2006][Garivier 2011]

 
Kohonen Self-Organizing 

Map: SOM [Kohonen 1995]
SOM-based Algorithm

[  2019]

 

2.  
ε-greedy Softmax policy

UCB1 [Auer 2002] UCB1-
Tuned [Auer 2002] Thompson Sampling [Thompson 1933]

3
 

2.1 UCB1 

UCB1

 
1

 

   

 

2.2 UCB1-Tuned 
UCB1-Tuned UCB1  

UCB1 1
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2.3 Thompson Sampling 
Thompson Sampling

UCB policies
[Kaufmann 2012]  

 

 
 

Algorithm 1: Thompson Sampling 
For each arm  set . 
foreach  do 

For each arm  , sample   from the Beta
 distribution. 

Play arm  and observe reward . 
If , then , else . 

End 
 

2.4  
Kohonen SOM

SOM
 

(1) SOM 
SOM Kohonen

[Li 2018][Belkhiri 2018] SOM
1  

SOM 2 SOM

SOM

SOM
 

 
Step 1. 

 
Step 2. 

 
Step 3. 

 

Step 4.  

 

Step 2
 

(2) SOM-based Algorithm 
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Step 3. 
1 0  
Step 4. 
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Step 2
 

3.  

 

step 1 step 1

500 step
 

regret regret
step

  

2
10 100 10,000 step

10,000 step regret
SOM

 

4.  
2, 10, 100

regret 2 regret
3  

2 2
UCB1-Tuned Thompson Sampling regret

10 Thompson 
Sampling regret 100

Thompson Sampling regret
  

3 2 10 100
regret

500 step  

5.  
UCB1

UCB1-Tuned Thompson Sampling

 
 
 
 
 
 
 
 
 
 
 
 

 
2 UCB1 UCB1-Tuned Thompson Sampling regret
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3 UCB1 UCB1-Tuned Thompson Sampling regret
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Cross-Entropy
Learning Interpretable Control Policies with Decision Trees

via the Cross-Entropy Method

∗1∗2
Yukiko TANAKA

∗1∗2
Takuya HIRAOKA

∗2∗3
Yoshimasa TSURUOKA

∗1NEC
NEC Security Research Laboratories

∗2
National Institute of Advanced Industrial Science and Technology, Artificial Intelligence Research Center

∗3
The University of Tokyo

Learning interpretable policies for control problems is important for industrial requirements for safety and main-
tenance. A common approach to acquiring interpretable policies is to learn a decision tree that imitates a black-box
(e.g., neural network-based) policy trained to maximize the expected reward in a given environment. However,
such approximated decision tree policies are suboptimal in the sense that they do not necessarily maximize the
expected reward. In this paper, we propose a method for learning a decision tree policy that directly maximizes the
reward using the cross-entropy method. Our experimental results show that our method can acquire interpretable
decision tree policies that perform better than baseline policies learned by the imitation approach.

1.

( )

[Lipton 18]

[Silver 17,

Andrychowicz 18]

Sammut

[Sammut 92] Verma

[Verma 18] Liu Q-Learning

Q

Q [Liu 18]

Q

Q

Hein

[Hein 18]

Cross-Entropy (CEM) [Szita 06]

: NEC y-
tanaka@jz.jp.nec.com

1:

( 1)

CEM

2.

2.1

[Sutton 98]
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(Markov Decision

Processes; MDPs) MDPs

st ∈ S

at ∈ A S A

st+1

rt+1 ∈ R π

st+1 at+1

T R(π∗) = Eπ∗
[∑T

t=1 rt
]

π∗

feature φ(s) s F[
φ(1)(s), ..., φ(F )(s)

]

2.2 Cross-Entropy
CEM

θ ∈ R
d π

πθ θ∗ = arg max
θ

R(πθ)

θ∗ CEM

CEM 1) 2)

3)

θ∗ 1 b

θ1, ...,θb

μ Σ

N(μ,Σ) σ(i,i) Σ i

2 θ1, ...,θb

R(πθ1), ..., R(πθb)

m

θ1, ...,θb

M 3

M

μ =
1

m

∑
θ′∈M

θ′. (1)

Σ i ∗1

σ(i,i) =
1

m

∑

θ
′∈M

(θ(i)
′ − μ(i))2 + ε, (2)

θ(i)
′

θ
′

i μ(i) μ i

ε

CEM

θ∗

3.

CEM

3.1

2

∗1 3 Σ (2)

2:

n

l D ∗2

2 θφ θv θu

θφ

φ(s) θφ (2D −1)×F

:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
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(1,1)
φ · · · θ
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φ · · · θ

(1,F )
φ

...
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...
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...
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φ

η(n) η(n) := φ(f ′)
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θv (2D − 1) :
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θ
(1)
v , · · · , θ(n)

v , · · · , θ(2D−1)
v
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θ
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v(n) v(n) = (v
(n)
max − v

(n)
min)g(θ

(n)
v ) + v

(n)
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v
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(n)
min v(n)
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:

θu =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

θ
(1,1)
u · · · θ

(1,k)
u · · · θ

(1,|A|)
u

...
. . .

...
. . .

...

θ
(l,1)
u · · · θ

(l,k)
u · · · θ

(l,|A|)
u

...
. . .

...
. . .

...

θ
(2D,1)
u · · · θ
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u · · · θ
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u
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⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)

θ
(l,k)
u l k

a(k) ∈ A

{θ(l,1)u , · · · θ(l,|A|)
u }

l u(l)

θu 2D

:

θu =
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θ
(1)
u , · · · , θ(l)u , · · · , θ(2D)

u
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, (6)

θ
(l)
u l u(l) ∈ R

u(l) u(l) = αh(θ
(l)
u )

h

tanh α u(l)

3.2
( θφ θv

θu)

Algorithm 1 θφ θv θu

θ CEM

Algorithm 1 Cross-Entropy

Require: initial mean vector μ0, initial diagonal covari-

ance matrixΣ0, number of elitem, constant exploration

noise ε

1: μ ← μ0

2: Σ ← Σ0

3: for each update do

4: Generate b parameter samples θ1,θ2, ...,θb from

N(μ,Σ)

5: Evaluate each parameter samples using

R(πθ1), ..., R(πθb)

6: Select m parameter samples with the highest evalua-

tions.

7: Update μ by Equation (1)

8: Update all diagonal elements in Σ by Equation (2)

9: end for

4.

4.1
2

1

CartPole:

OpenAI Gym [Brockman 16]

CartPole-v0 4

2 ( )

Pendulum:

OpenAI Gym Pendulum-

v0 3 1

( )
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F

CartPole 4 |A| = 2

Pendulum 3 a ∈ R
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D

CartPole 2 13.2 200.0

(NN: 200.0) 3 24.4 200.0

4 10.55 200.0

Pendulum 2 −1091.4 −848.96

(NN: −342.5) 3 −1331.1 −290.98

4 −1219.94 −542.57

CartPole Pendulum

4.2

[Sammut 92, Verma 18, Liu 18]

(

) PPO [Schulman 17]

20

( )

64 2 PPO

106

Algorithm 1

b = 20 m = 4 ε = 0.0001

5.

2 20
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2
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3
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)
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3
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3: Pendulum Cross-Entropy
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4: CartPole Cross-Entropy
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5 5
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Pendulum CartPole

3 5
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Development of Embedded System for Recognizing Kuzushiji by Deep Learning 

*1 *1 *1 *2 *3 *4 *4 
Masahiro Takeuchi, Taichi Hayasaka, Wataru Ohone, Yumie Kato, Kazuaki Yamamoto, Mamoru Ishima, and Tetsuya Ishikawa 

*1 *2 *3 *4 TRC-ADEAC  
National Institute of Technology, Toyota College, Tsurumi University, National Institute of Japanese Literature, and TRC-ADEAC, Inc. 

Abstract: Effective utilization of “Pre-modern Japanese book database” constructed by the project supervised by Center for 
Collaborative Research on Pre-Modern Texts, National Institute of Japanese Literature, will push forward the development of 
the inter-field study. It may become an obstacle for the researchers with a little knowledge of classical literature, however, 
because historical Japanese texts have been written by Kuzushiji (Hentaigana and cursive kanji). In this article, we report an 
attempt of recognizing Kuzushiji by deep learning. Using Raspberry Pi which is the low-cost small single board computer, we 
developed the embedded system with enough recognizing rate and speed. In addition, manifold images of Kuzushiji written 
in a text image of the spread can be extracted. Our system will be effective for school children or elderly people not 
possessing mobile devices who want to come in touch with Kuzushiji. 
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Residual Networks Shake-ResDrop
Shake-SENet

Stochastic Regularization for Residual Networks: Shake-ResDrop and Shake-SENet

Junya Shirahama Kazuhiko Kamoto

Chiba University

Recently, residual networks (ResNets) and their improvements, such as stochastic regularization, have proven
to be able to reduce overfitting during training processes. In this paper, we propose two stochastic models which
combines stochastic regularization and attention mechanism. The two models are based on ShakeDrop, combining
either SENet or Stochastic Depth with ShakeDrop itself. Both of our methods were able to improve existing
ShakeDrop results on CIFAR-100.

1.

CNN Residual

networks ResNet [He et al. 2016]

CNN 2015 150

ResNet
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Dropout[Srivastava et al 2014]

ResNet Stochastic Depth ResDrop

[Haung et al. 2016]

Shake-Shake [Gastaldi et al. 2017]
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Shake-Shake

ShakeDrop[Yamada et al. 2018]

ShakeDrop CIFAR-100
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SENet[Hu et al. 2018]
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[Yamada et al. 2018]
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2: 5 3
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Fairness-aware Edit of Thresholds in a Learned Decision Tree

Using a Mixed Integer Programming Formulation

Kentaro Kanamori Hiroki Arimura

Graduate School of Infomation Science and Technology, Hokkaido University

Fairness in machine learning is an emerging topic in recent years. In this paper, we propose a post-processing
method for editing a given decision tree to be fair according to a specified discrimination criterion by modifying its
branching thresholds in internal nodes. We propose a mixed integer linear programming (MIP) formulation for the
problem, which can deal with several other constraints flexibly and can be solved efficiently by any existing solver.
By experiments, we confirm the effectiveness of our approach by comparing existing post-processing methods.

1. Introduction

Background and Motivation In the application of ma-

chine learning models to the actual decision making, prob-

lems other than their prediction accuracy, such as inter-

pretability [10] and fairness [7], attract increasing attention.

If their prediction results are unexplainable or discrimina-

tive, they are no longer usable in the actual decision making,

even if they achieve high accuracy.

In this paper, we focus on decision tree models [4], and

study a post-processing method [7] for decision trees. More

specifically, we consider a problem of editing a decision tree

by modifying its branching thresholds in internal nodes

so as to satisfy fairness constraints w.r.t. a sensitive at-

tribute such as gender and race, named re-thresholding

problem. We formulate it as a mixed integer linear pro-

gramming (MIP) problem, which we can obtain an optimal

solution by powerful off-the-shelf solvers such as CPLEX∗1

and Gurobi∗2. Our approach has the following advantages:

• Interpretability: Decision tree models are known as

one of the interpretable machine learning models since

their predictions are based on a set of rules that human

can understand easily [10, 11].

• Adaptivity: Post-processing methods can deal with

the situation that a sensitive attribute or fairness cri-

terion is given after learning [6, 7, 9]. In the actual

decision making, they are not always given in advance.

• Flexibility: Our MIP formulation can deal with addi-

tional constraints defined by users without implement-

ing designated algorithms, if these constraints can be

expressed as linear equations or inequalities [2, 3, 11].

Contribution Our contributions are as follows:

1. We formulate a post-processing problem of editing

a given decision tree so as to satisfy fairness con-

straints by modifying its branching thresholds, named

re-thresholding problem, as an MIP problem.

Contact: kanamori@ist.hokudai.ac.jp
∗1 https://www.ibm.com/analytics/cplex-optimizer

∗2 http://www.gurobi.com/

2. We formulate an edit distance [12] of a decision tree

to measure dissimilarity between given and modified

decision trees as edit limitation constraints.

3. By experiments on real datasets, we confirm the effec-

tiveness of our proposed method by comparing other

existing post-processing methods.

2. Preliminary

2.1 Notation
For n ∈ N, we denote by [n] = {1, . . . , n}. For a proposi-

tion ψ, I [ψ] denotes the indicator of ψ, i.e., I [ψ] = 1 if ψ is

true, and I [ψ] = 0 if ψ is false.

In this paper, we consider a binary classification prob-

lem, and assume its input space is normalized to [0, 1]D

without loss of generality. Let a pair of an input and

an output (x, y) ∈ [0, 1]D × {0, 1} be an example, and

S = {(x(j), y(j))}Nj=1 be a dataset with N examples. For

a prediction model h : [0, 1]D → {0, 1}, the empirical loss

on S is defined by L(h | S) := 1
N

∑N
j=1 I

[
h(x(j)) �= y(j)

]
.

In addition, we consider a sensitive attribute z ∈ {0, 1},
such as gender and race. Let z(j) be the sensitive at-

tribute value w.r.t. j-th example (x(j), y(j)) ∈ S, and

Z = {z(j)}Nj=1 be the set of its values w.r.t. S.

2.2 Decision trees
The decision tree [4] is a prediction model that consists of

a set of prediction rules expressed by the full binary ordered

tree structure. It makes the prediction according to the

label of the leaf node that the input x reaches, and the

corresponding leaf node is determined by traversing the tree

from the root. Each internal node has a pair of parameters

(d, b) ∈ [D] × [0, 1], where d is a branching feature and b

is a branching threshold, and the input x = (x1, . . . , xD) is

directed to one of two child nodes depending on whether

the statement xd ≤ b is true or not.

Then, the decision tree can be expressed as follows:

h(x) =

K∑
k=1

lk
∏

m∈a
(L)
k

I [xdm ≤ bm]
∏

m∈a
(R)
k

I [xdm > bm] ,

1
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x2 ≤ 0.7 x2 > 0.7

x2 > 0.4x2 ≤ 0.4

x1 ≤ 0.8 x1 > 0.8

l2

l1

l4

l3

1

2

3
x1

x2

0.7

0.4

0.8

r2

r1

r3

r4

Figure 1: An illustration of a decision tree. For 2-nd leaf

node, a
(L)
2 = {1, 3} a

(R)
2 = {2}, and its corresponding re-

gion r2 = (−∞, 0.8]× (0.4, 0.7].

where K ∈ N is the total number of leaf nodes, lk ∈ {0, 1}
is a predictive label of k-th leaf node, (dm, bm) ∈ [D]× [0, 1]

is a branching rule in m-th internal node, and a
(L)
k (a

(R)
k ) ⊆

[K−1] is a set of left(right)-branching internal node indexes

on the pass from the root node to k-th leaf node. Note

that a decision tree with K leaf nodes has K − 1 internal

nodes since it is expressed as the full binary ordered tree

structure. We denote a region corresponding to k-th leaf

node by rk ⊆ [0, 1]D. Then, a set of the regions {rk}Kk=1

expresses a partition of the input space. Figure 1 illustrates

an example of a decision tree.

We denote a set of all possible decision trees by H. In this

paper, since we consider the problem of modifying branch-

ing thresholds B := (b1, . . . , bK−1) ∈ [0, 1]K−1 of a given

decision tree, we denote a decision tree with B by hB ∈ H.

2.3 Discrimination scores
We use two major criteria named demographic par-

ity(DP) [5] and equal opportunity(EO) [8] to evaluate the

discrimination of the model. We denote an empirical prob-

ability on a dataset S and sensitive attribute Z by P̂ .

Definition 1 (DP score) DP score of a model h on a

dataset S w.r.t. a sensitive attribute Z is defined by

δDP(h | S,Z) := |P̂ (h(x) = 1 | z = 1)

− P̂ (h(x) = 1 | z = 0)|.

Definition 2 (EO score) EO score of a model h on a

dataset S w.r.t. a sensitive attribute Z is defined by

δEO(h | S,Z) := |P̂ (h(x) = 1 | y = 1, z = 1)

− P̂ (h(x) = 1 | y = 1, z = 0)|.

In this paper, we call DP and EO scores discrimination

score together. These values approach 1 as the model h

tends to make the predictions unfairly for z, while they

approach 0 if the model makes the predictions fairly.

2.4 Problem formulation
Here, we define our problem named re-thresholding prob-

lem. We assume that a decision tree hB with branching

thresholds B is already given, and the goal is to reduce

the discrimination score on a given dataset S by modify-

ing branching thresholds in B without changing the given

decision tree significantly.

Problem 1 (Re-thresholding) Given a dataset S, sen-

sitive attribute Z, decision tree hB with branching thresholds

B = (b1, . . . , bK−1), discrimination score disc ∈ {DP,EO},
discrimination threshold t ∈ [0, 1], dissimilarity measure of

decision trees Δ : H × H → R≥0, and parameters λ ≥ 0

and Nminsup ∈ [|S|], re-thresholding problem is defined as

follows:

minimize
θ∈[0,1]K−1

L(hθ | S) + λ ·Δ(hB , hθ)

subject to δdisc(hθ | S,Z) ≤ t

∀k ∈ [K] : |{(x, y) ∈ S | x ∈ rk}| ≥ Nminsup

Note that we modify only branching thresholds, and do

not modify branching features and predictive labels in leaf

nodes. As a dissimilarity measure of decision trees Δ in

Problem 1, we propose an edit distance of a decision tree

ΔED, which will be defined in the next section.

3. Proposed Method

Our formulation is based on OCT, the MIP framework for

learning optimal classification trees proposed by Bertsimas

and Dunn [3]. In order to adapt it to our editing problem

for decision trees, we formulate an edit distance of decision

trees and fairness constraints.

3.1 Program variables
For m ∈ [K − 1], j ∈ [N ], k ∈ [K], we introduce some

variables for formulating Problem 1 as follows:

• θm ∈ [0, 1] is a modified branching threshold in m-th

internal node.

• φj,k ∈ {0, 1} indicates whether j-th input x(j) reaches

k-th leaf node, i.e., φj,k = I

[
x(j) ∈ rk

]
.

• ψk ∈ {0, 1} indicates whether some example reaches

k-th leaf node, i.e., ψk = I

[
∃j ∈ [N ] : x(j) ∈ rk

]
.

• ε
(L)
m (ε

(R)
m ) ∈ {0, 1} indicates whether no example

reaches leaf nodes in the left (right) subtree of m-

th internal node c
(L)
m (c

(R)
m ) ⊆ [K], i.e., ε

(L)
m =

I

[
∀k ∈ c

(L)
m : ψk = 0

] (
ε
(R)
m = I

[
∀k ∈ c

(R)
m : ψk = 0

])
.

• ξm ∈ [0, 2] expresses the cost corresponding to edit

operations for m-th internal node.

φj,k, ψk, ε
(L)
m , ε

(R)
m and ξm are auxiliary variables. The total

number of the variables is O(NK).

3.2 Edit distance of decision trees
We define an edit distance of a decision tree based on the

standard tree edit distance [12]. For two ordered trees T

and T ′, the tree edit distance between them is defined as

the minimal length of the sequence of editing operations to

transform T into T ′. Available edit operations are insertion,

deletion, and relabeling.

In our problem, an explicit edit operation is relabeling

threshold values in internal nodes. We define |bm − θm| ∈

2
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bm

c(R)
m

θmϵ(R)
m = 0

ϵ(R)
m = 1

Figure 2: An example of deleting and relabeling operations.

If no example reaches leaf nodes in the right subtree of m-th

internal node (ε
(R)
m = 1), m-th internal node and its right

subtree are deleted from the tree, and the total number

of these edit operations are measured as an edit distance.

Otherwise (ε
(R)
m = 0), |bm − θm| occurs as a cost for the

relabeling operation.

[0, 1] as the cost of the relabeling operation for m-th inter-

nal node. However, when a modified branching threshold

exceeds a specific value, no examples in S reaches its child

leaf node, which is denoted by ψk = 0. By deletion of all

leaf nodes with ψk = 0 and their parent internal nodes in

the decision tree hθ, we can obtain a unique tree structure

whose prediction results on S are equivalent to hθ.

Then, we define our edit distance ΔED between hθ and hB

by the total number of these delete operations and relabel-

ing costs. For m-th internal node, if no example reaches leaf

nodes in its left or right subtree, i.e., ε
(L)
m = 1 or ε

(R)
m = 1,

the editing cost ξm is 2 because m-th internal node and

its subtree are deleted. Note that if ε
(L)
m = 1 (ε

(R)
m = 1),

ξm′ = 2 holds for any m′-th internal nodes included in left

(right) subtree of m-th internal node because ψk = 0 for

any k ∈ c
(L)

m′ (c
(R)

m′ ) and ε
(L)

m′ = 1 or ε
(R)

m′ = 1 hold, and sum

of these ξm′ is equivalent to the cost of delete operations

for the subtree. It can be expressed as follows:

ΔED(hB , hθ) =

K−1∑
m=1

max{|bm − θm|, 2ε(L)
m , 2ε(R)

m }.

Figure 2 shows an example of edit operations in our prob-

lem. By using ξm, ψm, ε
(L)
m , and ε

(R)
m , it can be expressed

as a linear function and constraints.

3.3 Fairness constraints
We can express both DP and EO scores by using variables

φj,k as follows:

δdisc(hθ | S,Z) =

K∑
k=1

lk

N∑
j=1

d
(disc)
j,k φj,k.

d
(disc)
j,k is a constant value determined automatically when

S and Z are given such that

d
(disc)
j,k =

⎧⎪⎨
⎪⎩

z(j)

|S(DP)
1 |

− 1−z(j)

|S(DP)
0 |

(disc = DP),

y(j)z(j)

|S(EO)
1 |

− y(j)(1−z(j))

|S(EO)
0 |

(disc = EO),

where S
(DP)
z := {(x(j), y(j)) ∈ S | z(j) = z} and S

(EO)
z :=

{(x(j), y(j)) ∈ S | y(j) = 1 ∧ z(j) = z} for z ∈ {0, 1}.

3.4 Overall formulation
Now, we can formulate Problem 1 as the following MIP

problem:

minimize
1

N

K∑
k=1

N∑
j=1

cj,kφj,k + λ

K−1∑
m=1

ξm (1)

subject to
K∑

k=1

φj,k = 1, ∀j ∈ [N ] (2)

φj,k ≤ ψk, ∀k ∈ [K], j ∈ [N ] (3)

N∑
j=1

φj,k ≥ Nminsup · ψk, ∀k ∈ [K] (4)

x
(j)
dm

≤ θm + (1− φj,k),

∀k ∈ [K], j ∈ [N ],m ∈ a
(L)
k (5)

x
(j)
dm

− em ≥ θm − (1 + emax)(1− φj,k),

∀k ∈ [K], j ∈ [N ],m ∈ a
(R)
k (6)

− ξm ≤ bm − θm, ∀m ∈ [K − 1] (7)

bm − θm ≤ ξm, ∀m ∈ [K − 1] (8)

ξm ≥ 2ε(L)
m , ∀m ∈ [K − 1] (9)

ξm ≥ 2ε(R)
m , ∀m ∈ [K − 1] (10)

1− ε(L)
m ≤

∑

k∈c
(L)
m

ψk, ∀m ∈ [K − 1] (11)

∑

k∈c
(L)
m

ψk ≤ (1− ε(L)
m )|c(L)

m |, ∀m ∈ [K − 1] (12)

1− ε(R)
m ≤

∑

k∈c
(R)
m

ψk, ∀m ∈ [K − 1] (13)

∑

k∈c
(R)
m

ψk ≤ (1− ε(R)
m )|c(R)

m |, ∀m ∈ [K − 1] (14)

K∑
k=1

lk

N∑
j=1

d
(disc)
j,k φj,k ≤ t (15)

−
K∑

k=1

lk

N∑
j=1

d
(disc)
j,k φj,k ≤ t (16)

where em = min{|x(i)
dm

− x
(j)
dm

| | i, j ∈ [N ], x
(i)
dm

�= x
(j)
dm

},
emax = max{em}K−1

m=1, and cj,k := lk(1 − y(j)) + (1 −
lk)y

(j). We can express L(hθ | S) and ΔED(hB , hθ) by∑K
k=1

∑N
j=1 cj,kφj,k and

∑K−1
m=1 ξm, respectively. Equation

(2) and inequalities (3-6) are the same constraints with

OCT [3]. Inequalities (7-15) and (16,17) are constraints

for expressing our edit distance ΔED(hB , hθ) and fairness

constraint δdisc(hθ | S,Z) ≤ t.

4. Experiments

Experimental setup We used theCOMPAS dataset [1].

It has N = 6172 examples and the total number of features

is D = 9. Its output label y(j) ∈ {0, 1} indicates whether j-

th person recidivates within two years. We use the attribute

”African American” as its sensitive attribute z(j) ∈ {0, 1}.

3
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Table 1: Experimental results averaged over 5 trials. ”Loss” anf ”DP” denote the average empirical loss with its standard

deviation and DP score for training and test datasets. ”time” denotes the average running times.

Training Test

method Loss DP Loss DP time[s]

NB-Modified 0.387 ± 0.022 0.103 0.384 ± 0.005 0.118 2.028

Relabeling 0.412 ± 0.018 0.044 0.412 ± 0.028 0.063 0.704 ×10−4

MIP (proposed) 0.396 ± 0.011 0.095 0.389 ± 0.012 0.112 316.72

We compared our method (MIP) with the existing

two post-processing methods: (1) modifying naive Bayes

(NB-Modified) [6] , and (2) relabeling for decision trees

(Relabeling) [9]. In our experiments, we randomly split

the dataset into training (50%) and test (50%) datasets,

and report the average statistics over 5 trials. We obtained

initial prediction models and applied each methods by using

training datasets. Decision trees were learned by CART [4]

with the constraint on these height less than 3. We used

the threshold value of the fairness constraint t = 0.1 for all

methods, and λ = 0.1 and Nminsup = 100 for Problem 1. All

codes were implemented in Python 3.6 with scikit-learn∗3

and IBM ILOG CPLEX Optimization Studio v12.8. All ex-

periments were conducted on 64-bit macOS Sierra 10.12.6

with Intel Core i5 2.90GHz CPU and 8GB Memory.

Experimental results Table 1 shows the experimental

results for DP scores. The DP scores of naive Bayes and

decision trees before modification were 0.462 and 0.226, re-

spectively. Our method maintained slightly lower loss than

the relabeling method for decision trees on both training

and test datasets, and comparable accuracy with the mod-

ifying naive Bayes method. We note that the average DP

score attained by the modifying naive Bayes method ex-

ceeds t = 0.1 since it sometimes failed to obtain a model sat-

isfying the fairness constraint. On the other hands, the run-

ning time of our method was longer than other two meth-

ods. This result implies that we need to improve our for-

mulation, e.g., reducing program variables and constraints.

5. Conclusion and Discussion

We studied a fairness-aware post-processing method for

decision trees, and proposed an MIP formulation of the re-

thresholding problem, which makes a given decision tree fair

by modifying their branching thresholds. Also, we formu-

late an edit distance of a decision tree so as to avoid that a

learned model is changed significantly. By experiments on

real datasets, we confirmed the effectiveness of our methods

by comparing with the existing post-processing methods.

As future work, we will try to extend our framework so

as to modify branching features, and deal with user-defined

constraints more flexibly. It is important that maintaining

user’s prior knowledge contained in the model, e.g., order

of branching features on a pass from its root node to a leaf

node, while improving fairness by editing operations.
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Predicting Laughters in Comedy Drama with Subtitles and Facial Expression
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In this paper, we propose a model to predict whether an utterance leads to laughter in a comedy TV show.
And we counts for facial expression that actors/presenters make. The model with subtitles and facial expression
constructed as input was able to obtain accuracy, precision, recall, f-score more than model which input subtitle
only or model which input only facial expression.
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Application of Aspect-based Sentiment Analysis  
using Self-Attention Mechanism to Japanese Sentences 
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Sentiment analysis is a task to estimate emotions from information such as sentences. As SNSs such as LINE and Twitter 
which communicate mainly using sentences have developed, technology to estimate emotion from sentence information is 
increasingly important. In recent years, a method using aspect information has attracted attention as a sentiment analysis method 
using context information. The aspect-based sentiment analysis is realized in three stages. It categorizes sentences at the first 
stage, estimates word position which is a concrete description of aspect at the second stage, and outputs the polarity at the last 
stage. In this research, a neural network-based method using the self-attention mechanism for performing the aspect-based 
sentiment analysis is applied to Japanese sentences to evaluate its performance in comparison with English sentences. 
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a) First 60% 59% 69% 62% 
b) Last 56% 50% 56% 54% 
c) Average 60% 55% 60% 58% 
d) Random 27% 48% 26% 34% 

     
a) First 37% 56% 54% 48% 
b) Last 44% 56% 50% 50% 
c) Average 44% 57% 54% 52% 
d) Random 30% 47% 29% 35% 
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An Investigation of Effective Features for Toponym Resolution of Words in Newspaper Articles

∗1
Ryo Seki

∗1
Takashi Inui

∗1
Graduate School of System and Information Engineering,University of Tsukuba

In this paper, we investigate which features are efficient on toponym resolution of words in newspaper articles.
Speriosu’s TRIPDL algorithm are used in the investigation, and an extension version of TRIPLD is also used to
diminish data sparseness problem. We focus on nouns and four types of named entity classes (ORGANIZATION,
PERSON, LOCATION, and ARTIFACT), which are used in standard named entity recognition task. Through the
experiments, it turns out that using only LOCATION words achieves better performance in terms of both accuracy
and computational complexity.
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Cluster analysis of Twitter Data, using Interactive Data visualization Tool. 

 *1  
 WADA, Shinichiro Graduate School of Sociology, Rikkyo University. 

 
Abstract: This study attempts cluster analysis of Twitter data posted on Tokyo Governor's Election held in 2016, using Python (July 13 - 

August 1, 2016, 4.8 million tweets, 170 million words) . For cluster analysis, words were vectorized using gensim version word2vec 
algorithm which is a library of Python, and attempt to visualize clusters in three dimensions using t-SNE (t-distributed Stochastic 
Neighbor Embedding) which is dimensionality reduction algorithm. In particular, in this research, we used the data visualization tool 
Embedding Projector for clustering. By using this tool, we attempted to visually identify clusters by moving the three-dimensional 
space interactively while visualizing the dynamic learning process in the three-dimensional space. As a result, we could identify 
multiple clusters with high accuracy. This made it possible to clarify what in this election Twitter users were interested in. 
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係り受け誤り埋め込み表現のクラスタリングによる
複数のドメイン間での追加訓練の効果の比較分析

Comparative Analysis of the Effect of Additional Training between Multiple Domains by
Clustering of the Embeddings of Parsing Errors

原 拓也 ∗1
Takuya Hara

松崎 拓也 ∗1
Takuya Matsuzaki

横野 光 ∗2
Hikaru Yokono

佐藤 理史 ∗1
Satoshi Sato

∗1名古屋大学工学研究科
Graduate School of Engineering, Nagoya University

∗2（株）富士通研究所
Fujitsu Laboratories Ltd.

We propose a method for studying the effect of additional training of Japanese dependency parsers across multiple
domains from a bird’s-eye view. We collected the parsing errors of a parser before and after additional training
using target domain data. We then conducted cluster analysis of the parsing errors represented as dense real
vectors, which are obtained from the internal states of the parser. Through quantitative and qualitative analysis
of the clusters, we could grasp the types and the numbers of the parsing errors across multiple target domains.

1. はじめに
機械学習における課題の一つにドメイン適応問題がある。多

くの場合、訓練に用いたデータのドメイン（以下、訓練ドメイ
ン）と、適用の対象となるデータのドメイン（以下、評価ドメ
イン）が異なるとタスクの精度が低下する。精度の低下の原因
は訓練ドメインと評価ドメインに含まれている文の構造や単
語、あるいは正解の分布が異なっているからである。この精度
の低下を防ぐという課題をドメイン適応問題という。
本研究では、ドメイン適応問題の対象となるタスクとして

係り受け解析を取り上げる。係り受け解析とは文を構成してい
る文節同士の係り受け関係（修飾・被修飾）を解析するタスク
である。係り受け解析の例を図 1に示す。図の中の四角が文節
を表しており、矢印が係り受け関係を表している。それぞれの
矢印は係り文節（修飾文節）から受け文節（被修飾文節）へと
伸びている。
ドメイン適応問題は、評価ドメインデータを用いて追加訓

練を行うことである程度解決できることが多い。評価ドメイン
データの量は多くの場合限られており、それらを効率的に用い
るための方法に関する研究は、多数存在する。例えば Daumé

IIIとMarcu [Daumé III 06]は、追加訓練を行う際の評価ドメ
インデータへの適切な重み付け方法を提案した。また Daumé

III [Daumé III 07]はドメイン固有の情報とドメインに依存し
ない情報を分けて訓練を行えるように素性を設計した。他に
も、効率的な学習を行うために、次にアノテーションすべき
データを逐次的に見つける方法（アクティブラーニング）に関
する研究も多数ある。
上で述べた研究では、適用する評価ドメインそれぞれに対

し、追加訓練用データを用意する必要がある。しかし、評価ド
メインのデータを多数のドメインについて用意することはコ
ストの点から現実的でない。一方、追加訓練がなぜ有効なのか
は、追加訓練によって解消された誤りや、解消されなかった誤
りを一つ一つ見ていてもよくわからないことが多い。これに対
し、追加訓練の効果を俯瞰的に分析することで、より少ないア
ノテーションで、効果的に適応を行うための知見が得られると
期待できる。そこで、本研究では係り受け解析器のドメイン適
応を対象に、追加訓練の効果を俯瞰的に分析するための手法と
して、係り受け誤りのクラスタリングを提案する。

連絡先: hara.takuya@h.mbox.nagoya-u.ac.jp

図 1: 係り受け解析の例

クラスタリングを行うためには係り受け誤りの間の類似性
を数量的に捉える必要がある。そのため、本研究では係り受け
解析器の内部状態を用いて係り受け誤りを埋め込み表現（密ベ
クトル表現）に変換する。
本論文では特に、複数の評価ドメインの間での追加訓練の

効果の違いについて分析する。この分析は、評価ドメインデー
タを用いた追加訓練の前後における係り受け誤りを埋め込み
表現に変換し、それらに対しクラスタリングを行い、得られた
結果を複数ドメイン間で比較することで行われる。本論文では
訓練ドメインとして新聞記事、評価ドメインとして中学校理科
教科書及び特許文書を用いてクラスタリングを行った。クラス
タに含まれる誤りの数の分布や、クラスタごとの誤りの性質を
調べることで、ドメインごとの特徴を比較・分析することがで
きた。
以下、２節で提案手法について説明する。３節では実際の

データを用いた分析を行う。

2. 係り受け誤りのクラスタリング
2.1 係り受け解析器
本研究では、LSTMに基づく係り受け解析器の誤りを分析

する。また、誤りの埋め込み表現を得るために、この解析器の
内部状態を用いる。本研究で用いる解析器は松野ら [松野 18]

のものをベースにした。松野らのモデルは大きく分けて、(i)

単語層 LSTMによる単語表現の獲得、(ii)文節層 LSTMによ
る文節表現の獲得、(iii)多層パーセプトロンによる次元圧縮、
(iv)Biaffine変換による係り受け関係スコアの計算の 4段階に
分けられる。本研究では (i)及び (ii)はそのままで、(iii)及び
(iv)の代わりに多層パーセプトロンによる係り受け関係スコア
の計算を行う。
具体的には以下のモデルを用いる。最初に文の各単語の品

詞（4レベル）・活用形・活用タイプ・基本形をそれぞれ埋め込
み層に通し、それらを結合させることで単語分散表現とする。
文の各単語の単語分散表現をまとめて系列にしたものを xword

1
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として単語層 LSTMに入力する。この時 (i)の操作は以下の
式のように行われる。

(←−y word
i ,−→y word

i ) = BiLSTMword(xword
i ) (1)

t番目の文節が i番目から j 番目の単語で構成されている時、
文節層 LSTMへの入力 xchunk は以下のように計算される。

←−x chunk
t =←−y word

i −←−y word
j+1 (2)

−→x chunk
t = −→y word

i−1 −−→y word
j (3)

xchunk
t =←−x chunk

t ⊕−→x chunk
t (4)

t番目の文節に対応した文節表現を ychunk
t とする。このとき

(ii)の操作は以下の式のように計算される。

(←−y chunk
t ,−→y chunk

t ) = BiLSTMchunk(xchunk
t ) (5)

ychunk
t =←−y chunk

t ⊕−→y chunk
t (6)

t番目の文節が u番目の文節に係る際（t < u）の係り受け関
係スコア st,u は、以下のように定義される。

st,u = MLP(ychunk
t ⊕ ychunk

u ⊕ d(t, u)) (7)

d(t, u) = [u− t = 1]⊕ [u− t ≤ 5] (8)

ただし [·]は内部の条件が真ならば要素が 1のベクトルを、偽
ならば要素が 0のベクトルを表す。
この係り受け関係スコアモデルを用いて内元ら [内元 99]の

アルゴリズムで訓練・解析を行う。内元らのアルゴリズムで
は、後方の文節から順に係り先を決定する。その際、ある係り
文節に対し、候補となる受け文節の集合の中から１つの文節を
選択する必要がある。訓練時は、係り文節と正しい受け文節の
ペアの係り受け関係スコアが、係り文節とその他の受け文節の
候補のペアの係り受け関係スコアよりも高くなるように訓練
する。具体的には、ある係り文節 tに対し、正しい受け文節を
u、候補文節集合を Ct とするとき、損失関数を以下のように
定義する。

loss = −
∑

u′∈Ct

log
exp(st,u)

exp(st,u) + exp(st,u′)
(9)

解析時は、それぞれの係り文節に対する受け文節候補集合のう
ち、係り受け関係スコアが最も高くなるものを選択する。

2.2 係り受け誤りの収集法
本研究では評価ドメインデータによる追加訓練を行う前後

で、解析結果の誤り方がどのように変化するかを観察する。こ
の目的のため、以下のように訓練データ及び解析対象のデータ
が異なる 3タイプの誤り例を収集した。
(1)訓練ドメイン誤りの収集　最初に、訓練ドメインのデータ
の半分を用いてベースモデルを作る。訓練ドメインのデータの
残り半分をベースモデルで解析した時の誤りを収集する。
(2)追加訓練前の評価ドメイン誤りの収集　評価ドメインデー
タの全てをベースモデルで解析した時の誤りを収集する。
(3)追加訓練後の評価ドメイン誤りの収集　評価ドメインデー
タに対し 4分割交差検証を行う。ただし、ベースモデルの多層
パーセプトロン（式 (7)）の部分のみを、ベースモデルのパラ
メータ値を初期値として、評価ドメインデータを用いて訓練す
る（その結果を以降では追加訓練済みモデルと呼ぶ）。その結
果得られた誤りを収集する。

追加訓練において多層パーセプトロンのみを訓練すること
で、すべてのモデルについて文節の埋め込み表現は共通とな
る。これにより係り受け誤りの埋め込み結果（2.3.1項）を比
較することができる。なお、本研究では追加訓練済みモデルで
訓練ドメインデータを解析した際の誤りは用いない。理由は本
研究の目的が追加訓練による評価ドメイン誤りの変化の観察で
あり、訓練ドメイン誤りの変化には興味がないためである。

2.3 係り受け誤りの分析
係り受け誤りを俯瞰的に観察するための手法としてクラス

タリングを行いたい。クラスタリングを行うためには、誤りの
間に距離を定義する必要がある。そこで最初に係り受け誤りを
埋め込み表現（ベクトル）に変換し、ユークリッド距離を誤り
間の距離とする。
2.3.1 係り受け誤り埋め込み表現
係り受け誤り埋め込み表現（以降、係り受け誤り表現）は係

り受け誤りの 3要素である係り文節・正しい受け文節・誤った
受け文節とそれらの間の距離素性を埋め込んだものである。

2.1項で述べた係り受け解析器には、中間層として文節表現
（(6)式の ychunk

t ）がある。文節表現は文節及び周辺文脈から、
係り受け解析に必要な情報を抽出したものだと考えることがで
きる。そこで係り文節・正しい受け文節・誤った受け文節に対
応する文節表現を結合し、さらに距離素性を結合したものは係
り受け誤り全体の特徴を表現するものと考えることができる。
係り文節を t, 正しい受け文節を u, 誤った受け文節を ũ とし
て、係り受け誤り表現 et,u,ũ は以下のように作成する。

et,u,ũ ={
ychunk
t ⊕ ychunk

u ⊕ ychunk
ũ ⊕ d(t, u)⊕ d(t, ũ) (u < ũ)

ychunk
t ⊕ ychunk

ũ ⊕ ychunk
u ⊕ d(t, ũ)⊕ d(t, u) (u > ũ)

上式は、二つの受け文節候補 uと ũのうち、正解がどちらで
あるかとは無関係に、文中での出現順に従って埋め込み表現を
構成することを表す。これにより、係り受けアノテーションさ
れていないデータについても、例えば係り受け関係スコア１位
と２位のペアを用いて、同様に埋め込み表現を作成できる。
2.3.2 クラスタリング
本研究では、係り受け誤り表現を以下の手順で分析する。
1. 訓練ドメイン誤りの埋め込み表現を k-means法でクラス
タリングする。

2. 評価ドメイン誤りそれぞれの埋め込み表現 e について、
1. で得られたクラスタのうち、e からクラスタ重心まで
の距離が最も近いものに eを割り当てる。

この手順は数の多い訓練ドメイン誤りを類型ごとにグループ化
した後、評価ドメイン誤りのそれぞれを、近い類型をもつクラ
スタへと分類することを意図している。

3. 実験
この節では最初に実験に用いたデータの統計について述べ、

次に係り受け誤りの収集に関する詳細を述べる。最後にクラス
タリングの結果とその分析について述べる。

3.1 利用データ
訓練ドメインデータとして新聞記事（京都大学テキストコー

パス [黒橋 97]）を用いた。また、評価ドメインデータとして
理科教科書及び特許文書を用いた。理科教科書データは東京
書籍「新編新しい科学（中学 1年生、中学 2年生）」のテキス
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表 1: データの統計
データ 文数 文節数 文節数／文
新聞記事 38,400 372,130 9.7

理科教科書 2,460 22,923 9.3

特許文書 953 11,157 11.7

表 2: 係り受け誤りの収集結果
対象 モデル 誤り文節数 精度

新聞記事 ベースモデル 13,878 91.39

理科教科書 ベースモデル 2,429 88.13

教科書訓練済みモデル 1,671 91.83

特許文書 ベースモデル 1,465 85.64

特許訓練済みモデル 1,143 88.80

ト、特許文書は高分子化合物に関する特許の実施例の箇所にそ
れぞれ係り受け情報を付与したものである。それぞれのデータ
の統計値を表 1に示す。表に示すように、本論文における実験
では、理科教科書及び特許文書の量は新聞記事の 10分の 1未
満と少量である。

3.2 係り受け誤りの収集
2.1項で述べた係り受け解析器の訓練は以下のように行った。

新聞記事の全体の 50％をベースモデルの訓練データ、残りの
50％を開発データ兼評価データとして用いた。学習データの
中で出現数が 1回だった単語は UNKトークンに置き換えた。
単語の品詞（４レベル）、活用形、活用タイプはそれぞれ 20次
元に、単語の基本形は 200次元に埋め込んだ。単語層・文節層
LSTMは隠れ層 1層（300次元）のものを用いた。多層パー
セプトロンは隠れ層 1 層（300 次元）のものを用いた。訓練
アルゴリズムは学習係数 0.01の AdaGrad で、ミニバッチサ
イズは 32文、重み減衰係数は 0.00001、勾配の大きさは 5に
制限して訓練を行った。またエポック数は最大 32エポックだ
が、開発データに対する損失が最も少ないものを最終結果とし
た。実装には Chainer [Tokui 15]を用いた。追加訓練は理科
教科書・特許文書それぞれについて 4 分割交差検証の要領で
行った。∗1

次に 2.2項で述べた方法で係り受け誤りを収集した。その結
果を表 2 に示す。ベースモデルによる新聞記事に対する解析
精度は、松野ら [松野 18]と同程度であった。適応先ドメイン
データによる追加訓練を行うことで精度が向上していることが
わかる。ベースモデルによる解析精度が理科教科書と特許文書
で 2.5ポイントほどの差があるので、特許文書は理科教科書よ
り解析が難しい（新聞記事との違いが大きい）と考えられる。

3.3 クラスタリング結果と分析
2.3項で述べた方法で新聞記事、理科教科書、特許文書それ

ぞれの係り受け誤りを埋め込み表現に変換した。またクラスタ
数を 30としてクラスタリングを行った。さらに追加訓練前後
における誤りの傾向の変化を調べるため、各クラスタに含まれ
ていた追加訓練前の誤りの数・追加訓練後の誤りの数・追加訓
練によって解消できた誤りの数を調べた。その結果を図 2（理
科教科書）、図 3（特許文書）に示す。グラフの縦軸は各クラ
スタに含まれる新聞記事誤りの数に対する評価ドメインデー
タ誤りの比（百分率）を表している。つまり、この比が相対的

∗1 新聞記事・理科教科書は文単位で分割し、訓練に用いたが、特許
文書は文書単位で分割した。その理由は特許文書には同じ文書内で
は似た文が連続するという特徴があり、それらが訓練データと評価
データに分かれると、汎化性能を正しく評価できないからである。

表 3: 評価データにおける「…/係り文節/…/名詞＋と/用言」
という文型を含む文の数（出現数）と正しい係り先

データ 出現数 正しい係り文節
名詞＋と 用言

新聞記事 594 378 216

理科教科書 274 36 238

特許文書 12 5 7

に高い値になるクラスタは、評価ドメインに特有の誤りの類型
に対応すると考えられる。グラフから、ほぼ全てのクラスタに
おいて、追加訓練によって誤りの数が減少していることがわか
る。またクラスタ間で誤りの分布は一様ではなく偏っており、
ドメインごとに固有の分布になっていることもわかる。本論文
では、クラスタ内の誤りの傾向が分かりやすかったクラスタ
13とクラスタ 24についてその特徴を述べる。以降では係り受
け誤りの例を表す時、係り文節を下線、正しい受け文節を©
のついた波線、誤った受け文節を ×のついた波線で表す。ま
た誤り例の通し番号の最初の文字が「N」ならば新聞記事を、
「T」ならば理科教科書を、「P」ならば特許文書を表す。
クラスタ 13　クラスタ 13 に属する典型的な新聞記事誤りと
理科教科書誤りを以下に示す。

N-13：
立証負担が/軽く、/証拠も/そろえやすい/ことから/東京
地検は/「製造の/企て」に/

������������
© 絞り込んだと/

�����
× 聞く。

T-13：
ド ル ト ン は ，/１ ９ 世 紀 の/初めごろ，/物 質 は/そ
れ 以 上/分 割 す る/こ と の/で き な い/小 さ な/粒子
で/

�����������
× できていると/

��������
© 考えた。

クラスタ 13に属する誤りは、正しい受け文節と誤った受け文
節のいずれか一方が引用を表す助詞「と」を含み、他方が直後
の動詞であるパターンが多かった。理科教科書ではその中でも
誤った受け文節が助詞「と」を含んでおり、正しい受け文節が
その直後であるパターンの方が多かった。評価データにおけ
る、この文型の出現数を表 3 に示す。表から、新聞記事では
「名詞＋と」の文節にかかる割合がその直後の文節に係る割合
の２倍程度だが、理科教科書では用言文節にはるかに大きく
偏っていることがわかる。これは理科教科書では説明文（「…
を/…と/いう」）が非常に多いからである（238個中 213個）。
ここから、図 2に見られるようにクラスタ 13に属する多数の
理科教科書誤りのうち、多くが追加訓練で解消されたのは、頻
出する説明文の構文を学習したからだと考えられる。またクラ
スタ 13に属する特許文書誤りの数が少なかったのは、この文
型の出現回数の少なさが原因であることがわかる。
クラスタ 24　クラスタ 24に属する典型的な新聞記事誤り、理
科教科書誤り及び特許文書誤りを以下に示す。

N-24：
ところが/阪神大震災では/一番/重要な/情報収集が
/遅れ、/自衛隊の/初動問題に/

���������������
× 代表されるように/首相

官邸だけでなく/政府全体の/対応が/後手に/
��������
© 回った。

T-24：
図１のように，/光源から/出た/光は/四方八方に/広がり，/
私たちの/目に/直接/

�������
× 届くか，/何かに/当たって/はね返

って/私たちの/目に/
������
© 届く。

P-24：
次いで、/圧力を/常圧から/１３．３ｋＰａに/し、/加熱槽
温度を/１９０℃まで/１時間で/

�������������
© 上昇させながら、/ 発

生する/フェノールを/反応容器外へ/
����������
× 抜き出した。
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図 2: 追加訓練による、各クラスタに含まれる理科教科書誤りの割合の変化

図 3: 追加訓練による、各クラスタに含まれる特許文書誤りの割合の変化

表 4: クラスタ 24に属する係り受け誤りにおける誤った係り
先の位置の分布

データ ベースモデル 追加訓練済み
前 後 前 後

新聞記事 280 398 — —

理科教科書 83 2 5 37

特許文書 13 59 12 7

クラスタ 24に属する誤りは係り文節と正しい受け文節、誤っ
た受け文節がすべて用言文節（節の末尾）であるパターンが多
かった。3つの節 A, B, Cがこの順番で並んでいる時、意味的
な構造は ((A B) C)と (A (B C))の 2パターン存在する ∗2。
この２つの構造のうち、どちらが正しいか判定するためには、
本来は節間の関係性を認識する必要があり、難しい判断を必要
とする場合も多いと考えられる。しかし、図 2と図 3から、追
加訓練によって、いずれのドメインでも比較的多くの誤りが解
消されていることがわかる。その理由は、ドメインごとに出現
しやすい構造に偏りがあるからだと考えられる。実際にそれ
ぞれのドメインでクラスタ 24に属する誤りについて、正しい
受け文節と誤った受け文節のどちらが前方にあるかを調べた。
結果を表 4に示す。理科教科書データの解析では、追加訓練前
のモデルは正しい受け文節よりも前方に存在する文節を選択す
る傾向があったが、追加訓練によりその傾向が改善されたこと
がわかる。また特許文書は理科教科書と対照的な結果である。
ここから、理科教科書は T-24 のような (A (B C)) という形
の階層的な並列関係を取る場合が多く、節 Aはより遠くの文
節 Cに係ることが多いと考えられる。一方、特許文書は P-24

のような手続きを表す文を多数含み、3つ以上の節が単純に並
列された構文が多いと考えられる。

4. おわりに
本研究では係り受け解析器の内部状態を用いて係り受け誤り

を埋め込み、クラスタリングすることで、追加訓練の効果を、

∗2 T-24 では「図１のように，…広がり，」、「私たちの目に直接届く
か，」、「何かに…目に届く。」という 3 つの節に分けられるが、最初
の節は後ろの２つの両方に意味的に係るので、(A (B C))のパター
ン。P-24は節が順番に接続しているので、((A B) C)のパターン。

複数のドメインに渡って俯瞰的に分析した。結果として追加訓
練によって解消される誤りのタイプをいくつか特定でき、さら
に、解析が難しい文の特徴のドメインごとの差を比較すること
ができた。今後の課題としては、解消されない誤りのタイプと
その原因の特定、重心から誤りへの距離と誤りの性質の関係の
調査、ドメイン適応技術への応用などがあげられる。
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Robust Eye Contact Detection for Multi-Party Conversational Systems

∗1
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Eye contact detection method for multi-party conversational systems is proposed. Detecting eye contact is an
important function for multi-party conversational systems because eye concatact is an essential cue for deciding
whether system should respond to a user utterance or not. Accuracy of a conventional eye contact detector given
a single frame decreases because of various noises (e.g. blink, facial expression change, etc.) occured in real-time
environment. The eye contact detection method that utilizes multiple frames is proposed for solving this problem.
The system extract the feature for detecting eye concact by CNN from the image contains both eyes of a target
user. Then, the feature is given to LSTM with attention mechanism as an input. The result of the experiment
conducted using the gaze data in multi-party conversation shows effectiveness of the proposed method.
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Succesive estimation of the asteroid shape and probe motion using sequential images
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In order for a probe to safely land on an asteroid, it is necessary to select the landing point and navigate the probe
based on information of the asteroid shape and the probe motion. The procedures for extracting such information
from images taken by the probe is called global mapping. In the Hayabusa project of JAXA, the global mapping
was conducted with much manual manipulation. As the manual global mapping is too costly, automating the
procedures is strongly desired in the future projects. In this paper, we propose a new approach for the automation
of global mapping by using the technique of image recognition and robotics. Throughout the experiment using the
dataset provided by JAXA, we checked the validity of the method which we proposed.
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Image-to-image Translation from Apparel Item Image Placed Flat to Image Put on        

Using Deep Neural Networks 

*1 *2 *2 *2 
Saki Tsumugiwa       Yoshiaki Kurosawa        Kazuya Mera     Toshiyuki Takezawa 

*1   *2   
School of Information Sciences                                           Graduate School of Information Sciences 

Hiroshima City University                                                        Hiroshima City University 

This paper deals with image-to-image translation of apparel items. The images are difficult to be translated because the items 
are variously set, when they are took photos: being placed flat, being put on the mannequin and so on. We try to investigate 
and improve the previous work also known as ‘pix2pix’ based on deep neural networks, especially deep convolutional 
generative adversarial network (DCGAN). We propose a new two-stage procedure. Some experimentation revealed that our 
proposed method was superior to the previous work, evaluated using structural similarity index. Moreover, we confirmed it 
generated item details (zipper, button) and patterns (dot) as the result of visual confirmation. This knowledge is very important 
because the fault image of the item without buttons should be completely different from the original item image. 
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Noise reduction of live image in scanning electron microscope

*1 *1 *1

Fuminori Uematsu Masahiko Takei Mitsuyoshi Yoshida

*1

JEOL Ltd.

A real time display called a live image is used to search for a region to be observed, when observing a sample with a 
scanning electron microscope (SEM). This live image is usually an image with high noise and poor visibility. This makes it 
difficult to find an appropriate observation area. Therefore, in this research, a noise reduction model by deep neural network
was created with the aim of improving the visibility of live images. We incorporated this model into the SEM and succeeded 
in obtaining a live image with less noise. This makes it possible to efficiently search for the observation region.
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Truthful Dynamic Pricing Mechanisms for On-demand Mobility Services
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Transportation services under which multiple traffic mode services are provided by a service operator through
mobile apps are often called Mobility as a Service (MaaS). Commonly, the mobile app has the function of activity
loggers, which represents the heterogeneity of each user. Thus, the traffic allocations and pricing algorithms that
properly handle this heterogeneity of users is required. In this paper, we present a conceptual framework for the
pricing mechanisms for such dynamic on-demand traffic services.

Specifically, we aim to establish Bayesian-Nash incentive compatible mechanisms, by which the dynamic system
optimal state is achieved by the best response strategy of selfish agents. We introduce two common mechanisms to
our MaaS settings, one which guarantees non-negative ex-post revenue and the other non-negative ex-post utility
of agents. In the numerical study, we show that these two mechanisms have a trade-off between the revenue of the
service operator and the benefit of customers.
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Multi-agent simulation tool incorporating group evacuation behavior model

Ryusei Ishida Masanori Akiyoshi

Department of Information Systems Creation, Faculty of Engineering, Kanagawa University

Evacuation simulation by multi agent model is used to make plans for reducing damages at disaster. In this
research, we specially focused on emergent phenomena that aims to provide notices for unexpected evacuation
behaviors by expressing embedded individual behavior rules concerning interactions in groups. To construct such
simulation tool, we introduced three models as follows; 2-dimensional continuous planes as spacial model, evaluation
agents with eyesight and individual behavior rules, and potential models as deciding moving target positions based
on mutual behaviors. In the experimental studies, we set two types of agents, that is, agents with notice of
evacuation exits and agents without it. Simulation results shows significance of agents with notice of evacuation
exits and effects of group sizes as to evacuation behaviors.
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耳音響認証における観測ゆらぎ軽減手法の一検討
A study of observation fluctuation reduction method for ear acoustic authentication

安原　雅貴 ∗1

Masaki Yasuhara

荒川 隆行 ∗2

Takayuki Arakawa

越仲 孝文 ∗2

Takafumi Koshinaka

矢野　昌平 ∗1

Shohei Yano

∗1長岡工業高等専門学校
NIT, Nagaoka College

∗2日本電気株式会社
NEC Corporation

Ear acoustic authentication is a type of biometric authentication that uses the acoustic characteristics of the ear
canal. A special earphone which has a driver and a microphone is used in this system. The measurement data
has error due to the attaching and detaching of earphone each time. In our previous study, we proposed a special
earphone which has a driver and two microphones. And multiple features are concatenated. However, the accuracy
didn ’t improve. It ’s conceivable that the concatenation method is not good. In this study, we conceive that
multiple features obtained by multiple microphones in one measurement complement observation fluctuation. As
a result, the accuracy was improved. By analyzation of variance, we can say that the features were interpolated,
and the learning data increased by using multiple microphones. We conclude that the method using the earphone
which has multiple microphones is effective.

1. はじめに

指紋や顔による生体認証は普及が進んでいる．多くの場合，
認証はサービス開始時に行われる．そのため途中でユーザが入
替わる「なりすまし検知」が困難である．我々は，新たな生体
情報として耳穴（外耳道）に着目し，耳音響認証を提案した．
耳音響認証はマイクロホン内蔵イヤホンにより外耳道の音響伝
達特性を取得し，特徴量として用いる．イヤホンの装着具合等
により特徴量に差異を生じる．これを観測ゆらぎと呼ぶ．我々
は過去に，2つのマイクロホンを 90 deg に配置したイヤホン
を作成し，角度の異なるマイクロホンからの特徴量を利用する
ことで，特徴量の角度データを補間し，観測ゆらぎ等に対して
強靭な認証になると考え検討を行った．しかし，画期的な精度
向上は得られなかった．特徴量の扱い方と角度の補間に問題が
あると考えられる．本研究では，さらに角度データを補間する
ため，90 deg ずつに 4つのマイクロホンを内蔵したイヤホン
を作成し，各マイクロホンからの特徴量の取り扱い方法と補間
方法とを検討することで，観測ゆらぎ軽減により精度向上の可
能性を実験的に検討する．また，観測ゆらぎの要因について，
特徴量の分散の観点から考察を行う．

2. 実験方法

耳音響特性は図 1(a)に示す測定システムを用いて，MLSイ
ンパルス応答測定法により測定する．実験は 10∼40歳代の男女
38人に対し，左耳測定，4 ch，10回/人，毎回着脱をして測定
を行う．90 degずつにマイクロホンを配置できるように図 1(b)

のように設計し，3Dプリンタで筐体を出力する．測定した耳
音響特性に対し，最小位相系を用いてインパルス応答が先頭に
なるように処理する．このとき，信号長は 16384次元 (0.3715

秒) を先頭から 256 次元で切り出す次元削減処理をしたもの
を特徴量として用いる．特徴量に対して，SVM(linear karnel，
C = 100，γ = 0.001)を用いて識別精度を算出する．識別性能
指標として等誤り率（equal error rate : EER）を用いる．EER
は，誤って他人を本人と識別した確率（fail acceptance rate

連絡先: 長岡高専電気電子システム工学科音響工学研究室
E-mail: syano@nagaoka-ct.ac.jp

: FAR）と誤って本人を他人と識別した確率 (fail recognition

rate : FRR) とが等しくなる値であり低いほど良い性能であ
ることを示す.
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(a) ブロック図 (b) イヤホン分解図

図 1: 耳音響特性の測定システム

本研究では，4 ch分の特徴量の取り扱いとして次の 4手法
を用いる. 手法 1⃝として各 chを個別に用いる手法. 手法 2⃝と
して 4 ch 分の特徴量を時間軸で連結し用いる手法. さらに，
本報告において提案する手法 3⃝および手法 4⃝で EERを算出し
比較検討する. 手法 1⃝においては，図 2のようにデータセット
を分けて EERを算出する．図 2では，Sub0を本人，Sub1を
学習しない他人，その他を学習する他人として分ける場合を示
している. 各ユーザ 10個の耳音響特性のうち，本人データと
して 5個を学習，残り 5個をテストとして用いる．手法 2⃝で
は 4ch 分の特徴量を時間軸で連結させたものを特徴量を用い
る. 手法 3⃝では図 3のようにデータセットを分け， 4 ch分の
特徴量を同一のラベルとして取扱う．図 3 において，テスト
のデータ数は 4 ch分を同一ラベルとして取扱うため Sub0で
20個，Sub1で 40個の合計 60個となる. 手法 1⃝とデータ数を
合わせるため，Sub0より 5個，Sub1より 5個を無作為に抽
出し EER を算出する．Sub0∼Sub37 を変更した全組合せで
EERを算出しその平均 EERを導出する．手法 4⃝では，ch間
のデータを足し合わせ 2で割る補間処理により補間データを作
成する. 補間処理は 45 deg 毎に設置された 8個のマイクロホ
ンからの耳音響特性を得ることを模擬している. 補間処理で得
られたデータは学習に用い，テストデータには用いない. 他手
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法と同様に EERを算出し平均 EERを導出する. 手法 1⃝∼ 4⃝
において学習データとテストデータとには重複はない. それ以
外の特徴量は提案手法 1⃝と同様に学習させ，テストデータに
は本人 5個，他人 5個で無作為に抽出を行ったものを用いる．
さらに手法 1⃝， 3⃝， 4⃝において，特徴量の周波数振幅特性

から，周波数に対するクラス内分散 VW とクラス間分散 VB を
導出し，耳道音響特性に含まれる観測ゆらぎの要因について検
討を行った．
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図 2: 手法 1⃝の学習データとテストデータの分割
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図 3: 提案手法 3⃝の学習データとテストデータの分割

3. 実験結果

図 4に，手法 1⃝∼ 4⃝の平均 EERを示す. 本報告での提案手
法である手法 3⃝， 4⃝が，他手法の EERより 2∼3%ほど低下し
精度が向上している．また，両耳の特徴量を用いた際に識別精
度向上に有効であった手法 2⃝よりも，精度が向上している. こ
れより提案した手法 3⃝， 4⃝は有効であると考えられる. 図 5，
6に手法 1⃝， 3⃝， 4⃝の各 ch特徴量のクラス内分散，クラス間
分散と周波数との関係を示す. 図 5，6において，手法 4⃝は手
法 3⃝の特徴量の線形的な拡張であり同じ分散を示す. クラス間
分散は複数のチャンネルを同一ラベルとして扱っても各チャン
ネルと同じ分散を示している．クラス内分散は提案手法のとき
に大きくなっており，各チャンネルで得られる特徴量に差異が
あることがわかった．この結果より，マイクロホンの角度を変
えたことで得られる特徴量が変化することが明らかになった．
クラス内分散が手法 3⃝， 4⃝では悪くなっていることから，この
手法では SVMへの学習の質が悪くなっているといえる．しか
し，識別精度は向上している．これは，角度データが多くなっ
たことで観測ゆらぎを補間したことによるものと，各チャンネ
ルで特徴量を扱うよりも手法 3⃝， 4⃝の方が学習データが多いこ
とによるものと 2つが考えられる．提案した手法 3⃝と手法 4⃝
を比較すると，手法 4⃝の方が精度が向上しているが，0.2%ほ
どである．このことから，角度データが多くなったことで観測
ゆらぎを補間できることが示唆される．また，今回の実験で手
法 3⃝， 4⃝の精度が向上したのは，学習データ数が多くなった
ことに大きく寄与していると考えられる．また，図 5より，マ
イクロホンの違いによる周波数特性の違いは低周波に現れるこ
とがわかった．

4. まとめ

耳音響認証における測定時の観測ゆらぎの軽減手法を検討
した．90 deg ずつに配置したマイクロホンを 4つ内蔵したイ
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図 4: 特徴量の扱い方と精度の関係

図 5: 周波数軸上の特徴量のクラス内分散

図 6: 周波数軸上の特徴量のクラス間分散

ヤホンを用いることで，異なる特徴量を得られることがわかっ
た．異なる特徴量を同一に学習させると，精度が悪くなりそ
うだが，今回の実験では精度は良くなった．角度データが多く
なったことで観測ゆらぎを補間したことによるものと，各チャ
ンネルで特徴量を扱う手法 1⃝よりも提案した手法 3⃝， 4⃝の方
が学習データが多いことによるものとが考えられる．複数のマ
イクロホンを内蔵したイヤホンを用いる手法は有効であること
がわかった．加えて，既成品のイヤホンにマイクを 1つ取り付
けた場合の EERは 2%なので，イヤホンの設計が重要である
ことがわかった．4 chイヤホンを作成した小林毅範氏に感謝
する．本研究は JSPS科研費 JP16K00182の助成を受けたも
のです.
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New similarity scale to recognize bird calls and abnormal sounds of concrete/machine
Development of pattern matching software using multi-CPU

Michihiro Jinnai *1                                                                Edward James Pedersen *2

*1 Nagoya Women’s University *2 Central Queensland University, Australia

A new similarity scale called the Geometric Distance, that numerically evaluates the degree of likeness between the 
standard pattern and the input pattern is proposed. Traditionally, the similarity scales known as the Euclidean distance and 
cosine similarity have been widely used to measure likeness. Traditional methods do not perform well in the presence of noise 
or pattern distortions. In this paper, a mathematical model for similarity is proposed to overcome these limitations of the 
earlier models, and a new algorithm based on a one-to-many point mapping is proposed to realize the mathematical model. 
Using the new similarity scale, experiments in bird call recognition were carried out in noisy environments. Furthermore, 
experiments in abnormal sound recognition of concrete structure were carried out. In all cases a significant improvement in 
recognition accuracy is demonstrated.

1. Introduction 
Human beings, dogs, cats, and other such mammals exhibit a 

“sense of similarity” in their perception of sounds and sighted 
objects. To emulate this sense of similarity algorithmically in a 
“similarity scale” is an important objective for developing 
computer intelligence.

In an acoustic similarity scale, the degree of likeness between 
an acoustic standard pattern (control) and an undetermined input 
pattern is evaluated as a “distance” between the two patterns. This 
process arbitrarily emulates a human perceiving a sound and 
comparing that autonomously with ‘templated’ or remembered 
sounds. Ostensibly, a software-based similarity scale would return 
a short ‘distance’ for two patterns that humans would consider as 
similar to, or the same as each other, and a long ‘distance’ for two 
patterns that humans would consider as dissimilar.

Euclidean distance and cosine similarity are widely used to 
measure likeness. Conventional similarity scales compare patterns 
using one-to-one mapping. The result of one-to-one mapping is 
that the distance metric is highly sensitive to noise, and the 
distance metric changes in a staircase pattern when a difference 
occurs between peaks of the standard and input patterns. As an 
improvement, we have developed a new similarity scale called 
“Geometric Distance (GD)” [1]. GD is more accurate than the 
conventional similarity scales in noisy environments.

The GD similarity scale and allied detection software have 
proven applicable in a broad range of dynamics: from automated 
call detection of endangered species [2] from within ‘big’ 
environmental data sets; to real-time fault detection in concrete 
structures and operating machinery [3].  In this paper, we describe 
the underlying mathematical model for similarity; the GD 
algorithm; and we introduce automatic recognition software for 
bird vocalisations that uses the  GD algorithm.

2.   The LPC spectrogram of bird sounds
The lower diagram of Fig. 1 shows the waveform of a Noisy 

Miner Chur call (Paul G. McDonald; University of New England, 
Australia 2012, Cooperative bird differentiates between the calls 

of different individuals, even when vocalisations were from 
completely unfamiliar individuals. Biology Letters 8: 365-368). 

Contact: Michihiro Jinnai, mjinnai@nagoya-wu.ac.jp

Fig. 1 Spectrogram of bird vocalisation

Fig. 2  Processing procedure in recognition system
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The upper diagram of Fig. 1 shows a spectrogram (time-
frequency-power) of the exact same signal. In Fig. 1, the 
waveform has been segmented with 18.8msec frame width and 
0.31msec frame period, and the LPC spectrum has been calculated 
for each frame. Next, the spectrogram has been coloured 
according to logarithmic power of the LPC spectrum. We have set 
the software analysis parameters for this bird vocalisation 
recorded at 16kHz sampling frequency, 16bit quantization, to an 
LPC order of 12; restricted the spectral frequency range to 0Hz to 
8000Hz, with an 11.5Hz frequency resolution; and set a dB 
threshold filter of 0dB to -60dB logarithmic power spectrum. To
analyze transient signals such as bird vocalisations, we set a
fractional frame width (with respect to total signal period) as 
shown at the bottom of Fig. 1. LPC spectrum analysis is suitable 
for spectral modeling of transient signals.

3. Automatic recognition procedure
Fig. 2 shows the software procedural stages for automated 

signal detection and recognition. First, the software differentiates 
potential signals from background noise (segmentation). Second, 
the software extracts the segmented signals and establishes the 
segmented signal’s spectral characteristics (time-frequency-
power) using LPC spectral analysis. Third, the software compares 
the spectral characteristics of the extracted signal (the input 
pattern) with a previously registered standard pattern of the focal 
signal (the signal to be automatically detected). Comparison is 
effected using the GD similarity scale. To expedite the process, 
the software executes parallel processing using multiple CPUs 
[4][5].

4. Mathematical model for similarity
For a functional similarity scale, we need first to develop a 

mathematical model for similarity, that can perform numerical 
processing by computation. In the GD process, a mathematical 
model incorporating the following two characteristics is used:
< 1 > A distance metric which shows good immunity to noise.
< 2 > A distance metric which increases monotonically when a 
difference increases between peaks of the standard and input 
patterns.

Figs. 3 and 4 graphically demonstrate the underlying 
computational and algorithmetric processes. The upper diagram of 
Fig. 3 shows an example of the “difference” where the standard 
pattern has two peaks in the spectrogram, and input patterns 1, 2, 
and 3 have a different position on the first peak. Note that both the 
standard and input patterns have the same volume. Fig. 4 shows 
an example of a “wobble” where the standard pattern has a flat 
spectrogram. Input patterns 4 and 5 have a “wobble” on the flat 
spectrogram, and input pattern 6 has a single peak. Each pattern
however, is assumed to have variable in the relationship shown 
in Fig. 4. Therefore, the standard and input patterns always have 
the same volume.

Bar graphs at the bottom right of Figs. 3 and 4 express the 
characteristics < 1 > and < 2 > of the mathematical model 
diagrammatically.

5. New algorithm for similarity scale
A new algorithm based on one-to-many point mapping is 

proposed to realize the mathematical model. In the GD algorithm, 
when a “difference” occurs between peaks of the standard and 
input patterns with a “wobble” due to noise, the “wobble” is 

Fig. 3  Typical example of “difference”

Fig. 4  Typical example of “wobble”
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Fig. 8  Shape change of reference patterns

absorbed and the distance metric increases monotonically 
according to the increase of the “difference”.

In statistical analysis, a normal distribution is usually used as a 
model for a phenomenon. Then, a "kurtosis" and a "skewness" are 
used to verify whether the phenomenon obeys the normal 
distribution or not. Here, the kurtosis ‘a’ and the skewness ‘b’ are 
statistics, and we explain them using Figs. 5 and 6. If a probability 
distribution of the phenomenon follows the normal distribution, 
then a = 3 (Fig. 5(b)). If it has flatness relative to the normal 
distribution, then a <3 (Fig. 5(a)). Conversely, if it has peakedness 
relative to the normal distribution, then a > 3 (Fig. 5(c)). Also, if 
a probability distribution of the phenomenon is symmetrical about 
the mean , then b = 0 (Fig. 6(b)). If the tail on the left side of the
probability distribution is longer than the right side, then b < 0 (Fig. 
6(a)). Conversely, if the tail on the right side of the probability 
distribution is longer than the left side, then b > 0 (Fig. 6(c)).

In this section, we explain the GD algorithm using Figs. 7 and 
8. Fig. 7 shows the spectra (frequency-power) extracted from a 
Macleay's Fig Parrot (Cyclopsitta diophthalma macleayana)
vocalisation. Fig. 7 shows standard and input patterns that have 
been created using the momentary power spectrum (frequency-
power) of standard and input sounds. Figs. 8(a)-(e) respectively 
show typical examples of the standard and input patterns. Note 
that the power spectrum is generated from the output of a filter 
bank with m frequency bands. The i-th power spectrum values 
(where, i = 1, 2, … , m) of the standard and input sounds are 
divided by their total energy, so that normalized power spectra si
and x i have been calculated, respectively. At this moment, the 
standard and input patterns have the same area size. Moreover, 
Figs. 8(a)-(e) respectively show reference patterns that have the 
initial shape ri of a normal distribution.

With the GD algorithm, a difference in shapes between standard 
and input patterns is replaced by the shape change of the reference 
pattern using the following equation.

(1)

Next, we explain Eq. (1) using Figs. 8(a)-(e).
Fig. 8(a) gives an example of the case where the standard and 

input patterns have the same shape. Because values ri of Eq. (1) 
do not change during this time, the reference pattern shown in Fig. 
8(a) does not change in the shape from the normal distribution.

Figs. 8(b)-(d) respectively show examples exhibiting a small, 
medium, and large “difference” of peaks between the standard and 
input patterns. If Eq. (1) is represented by the shapes, as shown in 
Figs. 8(b)-(d), value r i decreases at peak position i of each 
standard pattern. At the same time, value r i increases at peak 
position i of each input pattern.

and the input pattern where a “wobble” occurs in the flat shape. 
Because values r i increase and decrease alternatively in Eq. (1) 

Fig. 5 Shape change and kurtosis value ‘a’

Fig. 6 Shape change and skewness value ‘b’

Fig. 7 Standard and input patterns
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during this time, the reference pattern shown in Fig. 8(e) has a 
small shape change from the normal distribution.

With the GD algorithm, we replace the mean shown in Figs. 5 
and 6 with the centre axis of the normal distribution (reference 
pattern) shown in Fig. 8(a). Then, we replace the kurtosis ‘a’ and 
the skewness ‘b’ with a kurtosis ‘A’ and a skewness ‘B’ shown in 
the following equations.

(2)

Where, L i (i = 1, 2, … , m) is a deviation from the centre axis of 
the normal distribution as shown in the reference pattern of Fig. 
8(a). Then, numerical experiments were carried out to study the 
relationships between the kurtosis ‘a’ and the kurtosis ‘A’ or 
between the skewness ‘b’ and the skewness ‘B’. As a result of the 
experiments, we have confirmed that they have the same 
characteristics [1][3].

For the reference pattern whose shape has changed by Eq. (1), 
the magnitude of shape change is numerically evaluated as the 
variable of kurtosis A and skewness B. The kurtosis and the 
skewness of the reference pattern can be calculated using Eq. (2). 
Figs. 8(a)-(e) show how A and B vary with ri.

In Fig. 8(a), the values ri do not change. The kurtosis becomes 
A = 3 and the skewness becomes B = 0.

In Fig. 8(b), the position i of the decreased r i and that of the 
increased r i are close. Because the effect of an increase and a 
decrease is cancelled out, the kurtosis becomes A 3 and the 
skewness becomes B

In Fig. 8(d), because the shape of the reference pattern is
flattened relative to the normal distribution and the shape of the 
reference pattern has a long tail to the right side, the kurtosis 
becomes A << 3 and the skewness becomes B >> 0.

In Fig. 8(c), because the shape of the reference pattern is an 
intermediate state between (b) and (d), the kurtosis becomes A < 3 
and the skewness becomes B > 0.

the normal distribution, and the kurtosis becomes A 3 and the 
skewness becomes B

From Figs. 8(a)-(d), we can understand that the values |A | and 

|B | respectively increase monotonically according to the increase 
of the “difference” between peaks of the standard and input 
patterns. Also, from Fig. 8(e), it is clear that A 3 and B 0 for 
the “wobble”. In this method, when a “difference” occurs between 
peaks of the standard and input patterns with a “wobble” due to 
noise, the “wobble” is absorbed and the distance metric increases 
monotonically purely in accord with the increase of the 
“difference”. On this basis, we verify that the GD algorithm 
matches the characteristics < 1 > and < 2 > of the mathematical 
model. GD is defined using both the kurtosis A and the skewness 
B [3]. We have both one-dimensional GD and two-dimensional 
GD. In addition, we have a fast calculation GD algorithm [1][3].

6. Evaluation experiments
To authenticate the effectiveness of the GD algorithm described 

in Section 5, we performed evaluation experiments for the 
vocalisations of Macleay’s Fig-Parrot. Fig. 9 shows that, using the 
GD algorithm, pattern matching even in a noisy environment is 
accurate. The same GD algorithm has been successfully used to 
locate cavities in concrete structures by comparing the acoustic 
response to controlled surface tapping above integral concrete and 
concrete compromised by erosion cavities. Recognition accuracy 
comparing taps arising from integral and cavity-compromised 
concrete is 17 / 20 [5]. These applied experiments verify the 
effectiveness of the GD algorithm.

7. Conclusions and future work
We have described the GD algorithm and introduced associated 

automatic recognition software for bird vocalisations. The 
software executes parallel processing using multiple CPUs. In our 
future work, we will continue to improve the recognition software.
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Dialogue act is known as an essential component of the dialogue system, which captures the user’s intention
and produces the appropriate response. In this paper, we propose a controllable response generation model given
dialogue acts. Recent neural conversation models are based on the end-to-end approach that learns a mapping
a mapping between dialogue histories and response utterances. However, it was difficult to control the contents
of the response generated by the model. Several models tackled the problem of generating responses under the
specified dialogue acts as a condition; however, these models still have problems on conditioned generations. In this
paper, we introduced an extended framework of the generative adversarial network that optimizes both conditioned
generator and discriminator which explicitly classifies dialogue act classes. Experimental results showed that our
conditional response generation model improved both the response quality and controllability of neural conversation
generation.
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1: NCM
Perplexity Average Greedy Extreme Distinct-1 Distinct-2 Accuracy

NCM (greedy) 36.6614 0.7912 5.5075 0.5298 0.0336 0.0160 0.8644
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Dialogue systems cannot respond about information that is not explicitly described in their knowledge bases.
Constructing a perfect knowledge base is practically impossible; that is, filling all the values in databases is quite
labor-intensive. We are trying to construct a system that can acquire information that is not explicitly described
in the knowledge base by inferring latent information from knowledge graphs. In particular, we complement the
links in a knowledge graph by using an embedding into latent space. We use partial character sequences of labels
(i.e. entity names) to improve of knowledge graph completion. We also show examples of queries generated using
the latent information in our target knowledge graph.
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1:

Hits@
1 3 5 10 MRR

Baseline 0.140 0.205 0.272 0.406 0.215 17857 6898 14
N = 1 0.187 0.306 0.394 0.521 0.286 31681 7865 16
N = 2 0.237 0.384 0.473 0.580 0.345 45361 12147 18
N = 3 0.257 0.436 0.524 0.621 0.377 57893 18534 20
N = 4 0.246 0.441 0.523 0.626 0.373 68477 25035 22
N = 5 0.241 0.448 0.532 0.627 0.373 76837 30970 24
N = 6 0.227 0.452 0.537 0.629 0.368 83271 35791 26
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Acquisition and Utilization of Trivia for Conversational News Contents Delivery

∗1

Hiroaki Takatsu
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Shinya Fujie
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Tetsunori Kobayashi
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Chiba Institute of Technology

Trivia has characteristics that draw people’s interests and has been used as a strategy for attracting interests
in contents in various conversational applications, such as entertainment and educational sites. In this paper, we
propose a model that distinguishes trivia based on the surface representation of sentences. We incorporated the
trivia presentation function into the spoken dialogue system we are developing and assessed the effect of presenting
trivia in the introduction part of the topics in the news transmission task. As a result of the experiment, we
confirmed that it is effective for enhancing users’ interests in topics and promoting the feeling of rapport with
system although we were not able to find significant improvements in the number of users’ feedback and the
Efficiency of Information Transfer (EoIT).
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Generative Adversarial Networks
toward Representation Learning for Image Captions

Yuki Abe Takuma Seno Shoya Matsumori Michita Imai

Department of Science and Engineering, Keio University

Captions generated from a single image are possibly different from each others as for representations (e.g. at-
tention points or sentence expressions). However, a vast amount of image captioning datasets in the world have
few or no annotations of latent variables. Learning latent variables of captions with no supervision is an important
from perspectives of scalability and interpretability of conditional image captioning models. In this research, we
propose a deep generative model to learn and leverage latent variables of image captions. In experiments, we used
the task of image classification with several MNIST images and ground truth labels as down-scaled setting of image
captioning, and we show that our proposed model acquired latent variables which represent sub-groups of labels.
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[3]
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LeakyReLU ResBlock

(ResBlock down) bypass residual pass

ResBlock

bypass 1×1

residual pass

ResBlock

residual pass BN (L)ReLU

4.

4.1
MNIST

GridMNIST GridMNIST

2 GridMNIST 64×64 4

2×2 MNIST

MNIST

MNIST GridMNIST

10000 1000

4.2
Encoder-Decoder L

l VAE

L 10 Onehot

l 2 VAE

1

λKL = 0.2 64 100

Adam[10]

GAN G D Q

3 X

Kazemi et

al. [11]

4 ResBlock[12]

[13] G ReLU[14] D

Q 0.2 LeakyReLU[15]

7

[16] G Ec∼pc(c)[(D(G(c, X), X) − 1)2] D

Es∼qθ(s)[(D(s, X) − 1)2] + Ec∼pc(c)[D(G(c, X), X)2]

c pc(c) 3

N (0, I)

λI = 1.0 64 400000

Adam Adam

lr = 0.0002 β1 = 0.5 β2 = 0.999

6 1

4.3

GridMNIST 1000

4.4
5

98%

c1 0 1 2

c2 3 8

c3 1

7

c1 0 1 2

0 1 2

c2 3 8

c3 1 7

5.

GAN

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-30



(1)c1, acc: 98.9% (2)c2, acc: 98.7% (3)c3, acc: 98.0%

5: 1000 same

different (1)(2)(3) same acc same

[1] Chuang Gan, Zhe Gan, Xiaodong He, Jianfeng Gao,

and Li Deng. Stylenet: Generating attractive visual

captions with styles. In Proc IEEE Conf on Computer

Vision and Pattern Recognition, pp. 3137–3146, 2017.

[2] Xi Chen, Yan Duan, Rein Houthooft, John Schulman,

Ilya Sutskever, and Pieter Abbeel. Infogan: Inter-

pretable representation learning by information max-

imizing generative adversarial nets. In Advances in

neural information processing systems, pp. 2172–2180,

2016.

[3] Oriol Vinyals, Alexander Toshev, Samy Bengio, and

Dumitru Erhan. Show and tell: A neural image cap-

tion generator. In Proceedings of the IEEE conference

on computer vision and pattern recognition, pp. 3156–

3164, 2015.

[4] David Donahue and Anna Rumshisky. Adversarial

text generation without reinforcement learning. arXiv

preprint arXiv:1810.06640, 2018.

[5] Mehdi Mirza and Simon Osindero. Conditional gener-

ative adversarial nets. arXiv preprint arXiv:1411.1784,

2014.

[6] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza,

Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron

Courville, and Yoshua Bengio. Generative adversar-

ial nets. In Advances in neural information processing

systems, pp. 2672–2680, 2014.

[7] Yoshua Bengio, Aaron Courville, and Pascal Vincent.

Representation learning: A review and new perspec-

tives. IEEE transactions on pattern analysis and ma-

chine intelligence, Vol. 35, No. 8, pp. 1798–1828, 2013.

[8] Diederik P Kingma and Max Welling. Auto-encoding

variational bayes. arXiv preprint arXiv:1312.6114,

2013.
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Speech extraction from conversation based on image-to-image translation using deep neural networks 

*1 *2 *1 *1 *1 
Kosuke Takaichi Yoshio Katagami Yoshiaki Kurosawa Kazuya Mera Toshiyuki Takezawa  

*1                                  *2  
           Graduate School of Information Sciences                                                         School of Information Sciences  

Hiroshima City University                                               Hiroshima City University 
We aim to separate sound sources by deep neural networks which has been active in recent years. We attempt to extract a certain human 

voice from usual conversation using the networks. We focus on image-to-image translation: pix2pix. The algorithm of pix2pix bases on 
purely procedure of the image processing. Therefore, we need an additional procedure, that is, we convert voice to spectrogram once. After 
that we perform to learn the networks to separate human voice, we especially pay attention to segmentation between the same sex and 
opposite sex. Form this point of view, we conducted two experiments using the sounds overlapped both sexes in this paper. Structure-
Similarity (SSIM) index and color map representation were used as evaluation criteria. As a result, we confirmed the good extraction of the 
female voice from the one synthesized both sexes. However, we did not extract the female voice from same sex. Although we reached the 
conclusion that the separation did not work well, the generated voice seemed to be played naturally. This is not objective judgment. For this 
reason, it is our future work. 
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An anti-noise performance comparison between acoustic features 
in detecting voice pathology using machine learning 

*1*2 *2 *1*2 *1*2 *2 
 Kouta Suzuki Shuji Shinohara Nobuhito Manome Kosuke Tomonaga Shunji Mitsuyoshi 

 *1      *2  
 SoftBank Robotics Corp.                        Graduate School of Engineering, The University of Tokyo 
 

Developing communication robots requires to analyze human voice including various kinds of human biological information because the 
nonverbal information plays an important role in smooth communications between humans and robots. To analyze numerous voices 
available via the robot by using machine learning, we should take consideration of the existence of noises added to the voices. However, 
some acoustic features used for sensing human biological information is not designed for the noises. To validate the variation of the 
accuracy of classification when the voices includes the noises, we compare the classifications using voice indexes proposed for voice 
pathology estimation and using Mel-Frequency Cepstrum Coefficients(MFCC) in the classification problem of voice pathology as an early 
study. Experimental results show that classification using MFCC can detect voice pathology more precisely despite the noises while other 
voice indexes are adversely affected by the noises. 

1.  

[  
2011] [Tokuno 2015] [Shinohara 2017]

 

 

 

[  2017]   

(MFCC) MFCC

 

MFCC
 

2.  

Teixeira
jitter shimmer HNR(Harmonic to Noise Ratio)

[Teixeira 2014]

[Shinohara 2016]  

Londono MFCC
HNR

(GMM) (SVM)

(MEEI) 98.23%
[Londoño 2011]  Fang MFCC

Far Eastern Memorial 
Hospital 94.26%, 90.52%

[Fang 2018]  
ALHUSSEIN

VGG16 Caffenet
MEEI saarbrücker

(SVD) 93.9%
[Alhussein 2018]

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-32



 

- 2 -

 

3.  

3.1  
MEEI

11kHz , 
[Llorente 2006]

53 173 ah

3 1

ffmpeg-
normalize

EBU R128   

3.2  
1:1

MFCC

2

1 2

5  2 5=10  

3.3  
jitter, shimmer, HNR

jitter, shimmer, HNR jitter
shimmer

HNR

3
OpenSMILE[Eyben 2010] 3

avec2011.conf

 
ROC AUC

 

3.4 MFCC  
MFCC

(DNN) SVM

MFCC Python
librosa MFCC

46 ms (512 )
12 ms (128 )

MFCC 13
26 26

DNN SVM DNN
chainer DNN 300

2 2 SVM
python sckit-learn

1.0 RBF( )
2

ROC
AUC  

4.  
3 4 AUC

1 2 AUC
jitter, shimmer, HNR

3

 
MFCC DNN SVM

DNN SVM

MFCC

MFCC
 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-32



 

- 3 -

 

5.  

MFCC

 

 
[ 2011] , , : 

ST , , 6 , 
, pp.641-644, 2011  

 [Tokuno 2015]  Tokuno, Shinichi: Stress evaluation by voice: 
from prevention to treatment in mental health care, 
Econophysics, Sociophysics & other Multidisciplinary 
Sciences Journal vol.5 pp30-35, 2015  

 [Shinohara 2017] Shinohara, Shuji, et al.: Case studies of 
utilization of the mind monitoring system (MIMOSYS) using 
voice and its future prospects, Econophysics, Sociophysics, 
and Multidisciplinary Sciences Journal, vol.7, pp7-12, 2017 

[  2017]   
, 

HCG 2017, 2017  
 

 

 
 
[Teixeira 2014] Teixeira, João Paulo, and Paula Odete Fernandes: 

"Jitter, Shimmer and HNR classification within gender, tones 
and vowels in healthy voices." Procedia Technology, vol.16 
pp.1228-1237, 2014. 

[Shinohara 2016] Shinohara, Shuji, et al. "Voice disability index 
using pitch rate." Biomedical Engineering and Sciences 
(IECBES), 2016 IEEE EMBS Conference on. IEEE, 2016. 

[Londoño 2011] Arias-Londoño, Julián D., et al. "Automatic 
detection of pathological voices using complexity measures, 
noise parameters, and mel-cepstral coefficients." IEEE 
Transactions on Biomedical Engineering, vol.58, pp.370-379, 
2011 

[Fang 2018] Fang, Shih-Hau, et al. "Detection of Pathological 
Voice Using Cepstrum Vectors: A Deep Learning Approach." 
Journal of Voice, In press, 2018. 

 [Alhussein 2018] Alhussein, Musaed, and Ghulam Muhammad. 
"Voice pathology detection using deep learning on mobile 
healthcare framework." IEEE Access, vol.6, pp. 41034-41041, 
2018. 

[Llorente 2006] Godino-Llorente, Juan Ignacio, Pedro Gomez-
Vilda, and Manuel Blanco-Velasco. "Dimensionality 
reduction of a pathological voice quality assessment system 
based on Gaussian mixture models and short-term cepstral 
parameters." IEEE transactions on biomedical engineering 
vol.53, pp.1943-1953, 2006 

[Eyben 2010] Eyben, Florian, Martin Wöllmer, and Björn Schuller. 
"Opensmile: the munich versatile and fast open-source audio 
feature extractor." Proceedings of the 18th ACM international 
conference on Multimedia, 2010. 

 
[dB] 

jitter shimmer HNR DNN SVM 

no-noise  0.88 0.89 0.62 0.95 0.95 

-24 0.86 0.87 0.90 0.95 0.92 

-18 0.85 0.81 0.83 0.96 0.94 

-12 0.83 0.69 0.66 0.95 0.93 

-6 0.78 0.50 0.47 0.93 0.93 

0 0.65 0.40 0.33 0.92 0.93 

 
[dB] 

jitter shimmer HNR DNN SVM 

(no-noise) 0.88 0.89 0.62 0.95 0.95 

-24 0.88 0.89 0.59 0.94 0.92 
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-12 0.88 0.87 0.66 0.92 0.91 
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DAM
 

Construction of Corpus for Text Simplification by Sentential Alignment based on  
Decomposable Attention Model 

 *1 *1 
 Koichi Nagatsuka  Masayasu Atsumi 

*1  
Graduate School of Engineering, Soka University 

Text Simplification is a task to generate a sentence which is easier to understand than original. Text Simplification helps 
beginners such as children and foreigners learn languages. Recently, seq2seq models based on large scaled datasets have 
achieved state-of-the-art results in many areas including Machine Translation, Summarization, and Question Answering, to 
name a few. Although these model can be applied in text simplification as well, it requires a large number of parallel sentence 
pairs. Since available sentential corpora for text simplification are inadequate, building new corpus is so critical. In this paper, 
we suggest the application of neural textual entailment method to detection of simplified sentence pairs so that we are able to 
automatically construct text simplification dataset. In experiment, we evaluated the performance of identification of simplified 
sentences by using manually annotated dataset, and our proposed framework outperformed a baseline method.  

 

1.  

2.  

2.1  
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3. Decomposable Attention Model(DAM) 
[  17]
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4.  

4.1  

4.2  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-34



 

- 3 - 

5.  

 

 
[Nisioi 17] : Sergiu Nisioi,  Sanja Stajner,  Simone Paolo 

Ponzetto, Liviu P. Dinu: Exploring neural text simplification 
models, In Proceedings of ACL. 2017.  

[Xu 15] Wei Xu,  Chris Callison-Burch,  Courtney Napoles: 
Problems in Current Text Simplification Research: New Data 
Help,  Transactions of the Association for Computational 
Linguistics,  vol. 3,  pp. 283–297,  2015. 

[Zhu 10] : Zhu Z,  Bernhard D,  Gurevych I: A monolingual tree-
based translation model for sentence simplification, In 
Proceedings of the 23rd International Conference on 
Computational Linguistics (COLING). 2010. 

 [Scarton 18] Carolina Scarton,  Gustavo Henrique Paetzold,  
Lucia Specia: Text Simplification from Professionally 
Produced Corpora,  In proceedings of lrec,  2018. 

[Parikh 17] Ankur P. Parikh, Oscar Tackstrom, Dipanjan Das,  
Jakob Uszkoreit: A Decomposable Attention Model for 
Natural Language Inference,   arXiv preprint:1606.01933,  
2017. 

[Pennington 17] Jeffrey Pennington, Richard Socher, Christopher 
D. Manning: GloVe: Global Vectors for Word Representation, 
Proceedings of EMNLP, 2014. 

[Peters 18] Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt 
Gardner: Deep contextualized word representations, In 
NAACL, 2018. 

 

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-34



What’s Here Like ? Analysis of Web Search Log Based on User’s Location

∗1
Tatsuru Higurashi

∗1
Kouta Tsubouchi

∗1
Yahoo Japan Corporation

In recent years, with the spread of GPS-enabled mobile phones, a huge amount of users’ historical location data
is able to collect. Many studies on modeling with collected location data have been conducted. In this paper, we
propose a new method to analyze the area characteristics based on user’s web search query logs and location data.
As a result of analyzing by the proposed system with various regions and periods, the feature of the area apper in
users’ search behavior.
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Extraction of Relevance between Regions and Domestic Enjoyments
based on News Site App Users’ Interest

∗1∗2
Kota Kawaguchi

∗2
Tatsukuni Inoue

∗2
Seiya Osada

∗2
Tatsuo Yamashita

∗1
Graduate School of Systems and Information Engineering, University of Tsukuba

∗2
Yahoo Japan Corporation

We proposed a method to discover domestic enjoyments information that are specific and original to individual
domestic area. The proposed method is based on article follow information of news site users and themes given to
articles.We extracted the relationship between regional theme and sightseeing theme using co-occurrence informa-
tion of themes in each article. In addition, We pulled out the relationship between regional theme and sightseeing
theme using themes actively selected by the user for personalization. By filtering with similarities between those
two types of relevance, accuracy improvement was achieved. Moreover, by focusing on sightseeing theme with low
similarity, error candidates for theme linking can be extracted.
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Implementation and Evaluation of an Interpretable Fake News Detector

∗1
Kazuya Yamamoto∗1

∗2
Satoshi Oyama

∗2
Masahito Kurihara

∗1
School of Engineering, Hokkaido University

∗2
Graduate School of Information Science and Technology, Hokkaido University

Interpretability is an important element of fake news detection so that readers can assess the credibility of news
by themselves. We implemented a naive Bayes fake news detection model proposed by Granik and Mesyur and
evaluated it with the LIAR dataset in terms of recall, effect of stop words, and interpretability. The recall was
affected by the imbalanced data and eliminating stop words did not improve the accuracy but slightly deteriorated
it. Some high probability words were interpretable as reasons for fake news but longer phrases had better be
considered as clues for fake news.
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muslim, tell, scheme, cabinet, information, surplus, data, groups,
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parks, terry, provision, study, recently, bad, josh

1:

socialists
Say Oregon Reps. Peter DeFazio and Earl
Blumenauer are socialists who are openly
serving in the U.S. Congress.

muslim
Says large majority of Republicans believe
Obama is a Muslim and not U.S.-born.
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The Mexican government forces many bad
people into our country.
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Automatic Evaluation for Cyberbullying Detection Method based on Statistical Scale

∗1
Masaki Arata

∗2
Fumito Masui

∗3
Michal Ptaszynski

∗1
Kitami Institute of Technology Department of Computer Science

∗2∗3
Kitami Institute of Technology School of Regional Innovation and Social Design Engineering

Various methods have been proposed to detect harmful information automatically as a support of cyberbullying
countermeasures. However, there remain various problems such as detection performance deterioration over time
and detection of information including private information. In this paper, we propose an automatic evaluation
method for harmful expression extraction method using BLEU, an automatic evaluation method typically used
in evaluation of machine translation methods.. In this method, for as a detected as a harmful by the harmful
expression extraction method, the evaluation is performed based on word N-gram Precision using the harmful
entry gold standard dataset. As a result of the evaluation, the proposed allowed assigning a high score to harmful
entries, which confirmed the effectiveness of the method.
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Twitter

Automatic Impression Indexing based on Appraisal Dictionary from Tweet

Runa Yamada Sho Hashimoto Atsuhiro Yamada Noriko Nagata

Kwansei Gakuin University

With the development of social media, interest in text mining has been growing steadily during the past few
years. Although these research studies have been conducted on product development and marketing, no research
has been conducted to explore cultures that create new value not found in existing products. Therefore, we propose
a method of extracting topics related to specific product domains and indexing impressions from tweets containing
a wide range of descriptions of cultures and values. Our method is based on the appraisal dictionary as well as the
structures of impressions for the target domain to become clear. A result of our method has been applied to the
lawn culture. We extracted 13 ground topics and the impressions related to each of them. Moreover one of them
was an unexpected concept. This result indicates the usefulness of the method in exploring a new concept of value
related to a specific field.

1.

Web

Twitter

Twitter

[Shukri 15]

[Hridoy 15]

Twitter

[ 18, Hashimoto 19,

19]

/

1

[ 18, Hashimoto 19]

[ 19]
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669- 1337 2 1

E-mail: nagata@kwansei.ac.jp
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1:

2.

1
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3.

3.1 Twitter

Twitter

Hashimoto et.al.[Hashimoto 19]

Twitter

2 1

2

Twitter 1
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4

3.2
[ 18]

2

[ 11]

1
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1
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4,985 53

1

1:

like love enjoy beautiful

hate happy cool nice

perfect well enjoy favorite
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3
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5

2
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3

Word2Vec[Mikolov 11]
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term-score

10

4.

Twitter

4.1

[ 98]

4.2
e.g. yard work, cut grass,

lawn care

122,877

1,178,039 37,695

4.3
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4

1

= 2.0

= 0.1 = 0.01 Perplexity 50.731 19

13 3

1 3

5 11
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term-score 5
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2 man, woman, men, car, tire
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5 landscape, architect, designer, space, city
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2
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4: 77
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5:
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8 1
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Catch Me if Yahoo Can: Hotel Recommendation for Potential Travelers using Transit App Log 

 *1  *1  *1  *1 
Mikiya Maruyama Kotaro Takahama Kota Tsubouchi Teruhiko Teraoka 

*1  
  Yahoo Japan Corporation 

We suggest new hotel recommendation method that catches user context from transit log and recommends information 
before they need. People who are planning to travel or business trip tend to search a route to go to the destination beforehand. 
In this case, we use the transit search log to find out the potential travellers and recommend hotels near their destination. As a 
result, we confirmed that the method is more effective to reach the potential travellers than existing methods for potential user.  
This paper is consideration and summary of the method's verification. 
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[E.Palumbo 17] E.Palumbo, and G. Rizzo, "Predicting Your Next 
Stop-over from Location-based Social Network Data with 
Recurrent Neural Networks", pp.1-8, RecTour 2017 (2017)  

[M. A-Ghossein 18] M. A-Ghossein, T. Abdessalem, and A. Barre, 
"Exploiting Contextual and External Data For Hotel 
Recommendation", pp.323-328, UMAP'18 (2018) 
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Official document simplification using neural machine translation approach

∗1
Takumi Maruyama

∗1
Kazuhide Yamamoto

∗1
Electrical, Electronics and Information Engineering, Nagaoka University of Technology

Official documents are documents distributed at public facilities such as city halls, hospitals and schools. These
documents contain a lot of important information for living. However, they are difficult for non-native speakers
because they contain difficult vocabulary and expressions. Therefore, official documents must be simplified. We
try to simplify official document using machine translation approach. We use a parallel corpus of the original and
three kinds of simplified ones including literal translation, free translation and summary. They are rewritten by 40
Japanese teachers. We adapt several methods for low-resource machine translation such as pre-trained embeddings
and sharing encoder, decoder and output embeddings (tied-embeddings). The result shows that Transformer can
simplify official document using pre-trained embeddings and tied-embeddings in spite of low resource. Performance
improvement using several methods of low resource machine translation shows that Transformer can improve
performance more than other methods by extending training data.

1.

2,800 ∗1 232
∗2

[ 10]

3

2.

[ 13]

:

1603-1 maruyama@jnlp.org
∗1 https://www.jnto.go.jp/jpn/statistics/visitor_trends

∗2 https://www.e-stat.go.jp
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1: Transformer

4.

34,000 1,000

861
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4.1 Transformer
Vaswani

Transformer [Vaswani 17] 1

Transformer encoder( 1 ) multi-head

self-attention Feed Forward Neural Network
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attention e(s′,l)
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∑
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(s′,l)e(s′,l−1) (1)
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encoder encoder atten-

tion 1 multi-head attention

encoder d(s,l)
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∑
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Neural Error Detection for Weather Forecast Manuscript by Pseudo Error Corpus

∗1
Naruhisa Shirai

∗2
Masatsugu Hangyo

∗1
Mamoru Komachi

∗1
Tokyo Metropolitan Univercity

∗2
WEATHERNEWS INC.

In this paper, we propose a neural method for detecting errors in Japanese weather forecast manuscripts. First,
we analyze errors in weather forecasts to understand how native Japanese mistake. According to our analysis, we
found native Japanese tend to cause errors in three types: particle error, conversion error and typo. in this paper,
we focus on particle and conversion errors. However, any corpora written by native Japanese are not large enough
for supervised learning. Therefore we use pseudo error corpus to augment training data. We generate pseudo
particle errors by confusion matrix and we also generate pseudo conversion errors by back transliteration. As a
result, we find pseudo corpus is effective for neural error detection for text written by native Japanese.

1.

RNN

[9]

∗1 2

1

[4]

•
: shirai-naruhisa@ed.tmu.ac.jp

∗1 https://weathernews.jp
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∑
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3: pp*

@
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40.0% 0.74 30.0 1.26 50.0
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Neural Sequence-Labelling Models for ASR Error Correction

Taishi Ikeda Hiroshi Fujimoto Takeshi Yoshimura Yoshinori Isoda

NTT
NTT DOCOMO, INC.
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3.
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BiLSTM W =

w1, w2, · · · , wn P = p1, p2, · · · , pn Y =

y1, y2, · · · , yn n

W P BiLSTM
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h = BiLSTM(x)

x = x1,x2, · · · ,xn h =

h1,h2, · · · ,hn BiLSTM

1:

2:

hi

zi ∈ R
|T |

zi = Softmax(Wouthi + bout)

|T | Wout ∈ R
d|T |×hidden

bout ∈ R|T |

Adam

(β1 = 0.9, β2 = 0.999) .

3.2

W BiLSTM Ŷ

BiLSTM

1

129
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1:

9,724 4,490

4,213 2,068

113,993 55,265

112,699 54,896

W

BiLSTM Ŷ

Ŵ

Ŵ = arg max
�∈L(W,Ŷ)

w · f(�)

� ∈ L(W, Ŷ ) W BiLSTM

Ŷ

w · f(�) w

f(�) w · f(�)

bi-gram

w

w · f(�)
Ŵ

w

W N

wi Ŵ

wi+1

wi+1 = wi + f(�̂)− f(�)

f(�̂) f(�)

wi

.

4.

4.1

API

1-best

1

Character Error Rate CER Word

2:
F1

0.95 0.98 0.96 50,220

0.51 0.19 0.28 1,691

0.61 0.43 0.50 3,354

3:
CER WER

10.10 11.59 0 (0-0)

10.01 11.22 +10 (74-64)

9.954 11.43 +34 (125-91)

+ 9.819 11.07 +64 (188-124)

8.068 8.517 +298 (298-0)
9.302 10.91 +181 (181-0)

+ 7.248 7.820 +511 (511-0)

Error Rate WER CER

WER

CER WER

CER =
+ + ×100

WER =
+ + ×100

3

MeCab∗1

Unidic∗2 BiLSTM

5%

dword = 100 dpos = 32 dhidden = 100

WER

BiLSTM

|T | = 3

4.2

2

.

0.19

0.43

3

.

.

∗1 http://taku910.github.io/mecab/
∗2 https://unidic.ninjal.ac.jp/
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.

+

CER WER

+

CER WER CER 0.28

WER 0.52

.

3 BiLSTM

CER WER

CER

2.03 WER 3.07

CER 0.79 WER 0.67

5.

BiLSTM

.
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ConceptNet

Construction of a Diagnosis Representation Model of Person with Dementia Based on
ConceptNet for Deeper Understanding of Physical and Mental Conditions

∗1
Naoki Kamiya

∗1
Takumi Yoshizawa

∗1
Shogo Ishikawa

∗2,4
Hideki Ueno

∗2,4
Mia Kobayashi

∗3
Minoru Maeda

∗3
Chiaki Nishiyama

∗3
Yujun Murakami

∗1,4
Shinya Kiriyama

∗1,4
Yoichi Takebayashi

∗1
Shizuoka University

∗2
Chiba University Hospital

∗3
Orange Cross Foundation

∗4
The Society of Citizen Informatics for Human Cognitive Disorder

This paper describes construction of a diagnosis representation model of person with dementia based on Con-
ceptNet to understand physical and mental conditions deeper. We constructed diagnosis knowledge of treatable
dementia using ontology, as many of it remain tacit knowledge for familiar persons. The result of analyzing learners’
diagnosis shows that our knowledge structure are useful to evaluate diagnosis by learner and represent diagnosis
skills. Furthermore, the result suggest that practice of learning environment lead to understanding learning process
on the basis of learner’s diagnosis knowledge and improving accumulated knowledge structures.

1.

70

2.

2.1

( 1)

3 5

: 3-5-1

1:

B1 B12
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2.2
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3.

3.1

2

3.2

ConceptNet[Liu2004]

ConceptNet

(Concept)

(Relation) IsA PartOf Mo-

tivatedByGoal 36

3 2

1 2

2 3

3:

4.

[ 2018]

, 2018

32 ,3Pin1-45(2018).
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CHARM Pad

, , 30(1),
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Evaluation and Analysis of design for life environment with a high regard for self- reliance 
based on the representation of a self of people with dementia 

*1 *1 *1 *2 *2 *1 3 
Mika Teramen  Shogo Ishikawa  Shinya Kiriyama  Tadasuke Kato  Takeshi Ide  Yoichi Takebayashi 

*1            *2  *3  
      Shizuoka University                       Aoicare Co., Ltd.                         Citizen Informatics for Human Cognitive Disorder 

This paper describes the evaluation of design for life environment with a high regard for self-reliance based on the 
representation of a self of people with dementia. We have structured care records in a care home where is pioneering efforts to 
support people with dementia, and constructed a model of personality expression. The personality expression tree makes it 
possible to see the connection of the life data and to compare and analyze the record of each facility. The result shows that the 
tree was possible to objectively evaluate the record of the facility, and learning with tree introduction is effective for reforming 
the consciousness of care practitioners toward self-reliance support. 
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Development of Electroencephalogram brain-machine interface using convolutional neural network 

 *1 *2 
 Masaki Kato  Sotaro Shimada 

 *1  *2  
 Meiji University Graduate School Meiji University 

Brain-machine interface (BMI) is a system that manipulates machines directly from the brain activity data. Convolutional 
Neural Network (CNN) which enables end-to-end learning allows extracting information from brain activity [Antoniades 
2016][Bashivan 2016]. In the previous study [Schirrmeister 2017], CNN was used to predict four kinds of motor imagery of 
right arm, left arm, foot and rest from electroencephalogram (EEG) data. In this study, we measured EEG when an individual 
performed reaching movements with his right arm. We propose a BMI system by using CNN that can classify four directions 
of reaching motion of the right arm from EEG data with about 78% accuracy. 

 

1.  
BMI

EEG fMRI

[Wolpaw 1991] [Choi 2012]

end-to-end
Convolutional Neural Network : CNN

[Antoniades 2016][Bashivan 2016]  
[Schirrmeister 2017] CNN

4 90%

 

CNN 4
BMI  

2.  

2.1  
2 23 .

. 

2.2  
1 EB-W420, EPSON

Unity, Unity Technologies

T.Flight Stick X, THRUSTMASTER

 

EX-F1
CASIO 200ms  

EEG g.tec g.USBamp
 

 : 60ch 
(Fp1,Fpz,Fp2,AF7,AF3,AF4,AF8,F7,F5,F3,F1,Fz,F2,F4,F
6,F8,FT7,FC5,FC3,FC1,FCz,FC2,FC4,FC6,FT8,T7,C5,C3,
C1,Cz,C2,C4,C6,T8,TP7,CP5,CP3,CP1,CPz,CP2,CP4,CP6
,TP8,P7,P5,P3,P1,Pz,P2,P4,P6,P8,PO7,PO3,POz,PO4,PO8
,O1,Oz,O2) 

  : 4ch  
  : 1200 Hz 
  : 0.5-100 Hz 

 

1  

2.3  
1 2

12cm
12 

cm
20 cm 4
front, back, left, right

2
8
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150
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2 1  

3.  

3.1  
1Hz

250Hz 1
-100μV +100μV

50% Subject1: F6,T8,PO8,O1,Oz,O2, 
Subject2: T8,PO3
0.5 3.25 Subject2 3.2 1

-100μV +100μV -60dB
40dB

 
Subject2 1
2 5, 6, 7, 8

EEGLAB v14.1.2   

3.2  

front, back, left, right 1
2 0.04

1 44 Subject2 43
1 44 43

Subject1 500 53 Subject2 500 58  

3 8 : 1 : 1  

3.3 CNN  
[Schirrmeister 2017]

3 CNN
TensorFlow   

CNN

1

 

[Nunez 2006]
1

4  
 

3  

4.  
4

Subject1 Subject2 77.90% 56.73%
25%  

4
78%

Subject2 Subject1 20%

 

4  

5.  
78% [Schirrmeister 2017] 90%

4

1

(a) Subject1 (b) Subject2 
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Evaluation of Automatic Monitoring of Instillation Adherence Using Eye Dropper Bottle Sensor and 
Deep Learning in Patients with Glaucoma 

 *1*2    *1   *1   *1       *  
 Hitoshi Tabuchi     Kazuaki Nishimura Shunsuke Nakakura    Hiroki Masumoto       Hirotaka Tanabe 

    *1  *1  *2 
       Asuka Noguchi         Ryota Aoki  Yoshiaki Kiuchi 

 *1  *2  
 Tsukazaki Hosipital   Hiroshima University  

Purpose: We developed and evaluated an eye dropper bottle sensor system comprising motion sensor with automatic motion 
waveform analysis using deep learning (DL) to accurately measure adherence of patients with antiglaucoma ophthalmic 
solution therapy.  Results: The developed eye bottle sensor detected all 60 instillation events (100%). Mean difference between 
patient and eye bottle sensor recorded time was 1 ± 1.22 (range; 0–3) min. Additionally, mean instillation movement duration 
was 16.1 ± 14.4 (range; 4–43) s. Two-way ANOVA revealed a significant difference in instillation movement duration among 
patients (P < 0.001) and across days (P < 0.001). Conclusion: The eye dropper bottle sensor system developed by us can be 
used for automatic monitoring of instillation adherence in patients with glaucoma. 
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PPG  
Sleep/wake classification using remote PPG signals 

    *1  *2  *2 
Yawen Zhang Masanori Tsujikawa Yoshifumi Onishi 

*1 Department of Electronic & Computer Engineering, Hong Kong University of Science and Technology 

*2 Biometrics Research Laboratories, NEC Corporation 

This paper proposes a remote sleep/wake classification method by combining vision-based heart rate (HR) estimation and 
convolutional neural network (CNN). Instead of directly inputting the estimated HR to CNN, we input remote PPG 
(Photoplethysmogram) signals filtered by a dynamic HR filter, which can overcome two main problems: low temporal 
resolution of estimated HR; much noise exists in the estimated remote PPG signals. Evaluation results show that the dynamic 
HR filter works more effectively compared to the static one, which helps improve AUC  (area under the curve) index of the 
classification to 0.70, as good as the performance (0.71) of HR from a wearable sensor. 

 

1.  

[Oliveira 2018, Tsujikawa 2018]

 

Electrocardiogram : ECG
Photoplethysmogram: PPG
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[Malik 2018]
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PPG [Malik 2018] CNN

[Utkarsh 2018] [Malik 2018]  
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25 healthy 
subjects 

~30min/per
son, 
1581 1-
min. 
segments 

Wearable sensor: 
PPG signals, IBI 
 
Camera: face videos 

 

8 ROC : 
 Wearable HR vs Camera HR. 

9 ROC :  
Wearable HR  

(0.25/0.5/1/2/4 Hz)  

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-48



 

- 4 - 

3.2 Wearable HR vs Camera HR 
CNN Wearable HR Camera HR

4Hz HR
1 240

ROC(Reciver Operating Characteristic )
8 Wearable HR AUC 0.71 Camera HR

0.58 Camera 
HR Camera HR

Wearable HR Camera 
HR RMSE 11.1bpm 0.49

 
CNN HR

4Hz Wearable HR 0.25/0.5/1/2 Hz
4Hz 9

4Hz AUC 0.71
AUC HR

HR HRV  

3.3 HR vs PPG  
Camera HR HR

Camera PPG CNN Camera HR
Camera PPG 30Hz

 30fps 4Hz HR
8Hz CNN 8Hz

60 480  Wearable HR Wearable PPG
 

. 10(a) (b)
(a) Wearable HR AUC(0.71)

Wearable PPG AUC(0.62) (b) Camera PPG
AUC(0.66) Camera HR AUC(0.58) (b)

HR
PPG (a)

Camera PPG AUC Wearable AUC
PPG

  

3.4 PPG  
PPG

. 11 (a) (b)

Dynamic HR filter Static HR filter
(a) (b) Wearable HR AUC=0.71

 

(b) Dynamic Wearble-HR filter
Dynamic Camera-HR filter

4 Dynamic Wearble-HR filter 
Dynamic Camera-HR filter

 Dynamic HR filter Static HR filter
 

4.  
PPG Camera PPG

Camera HR CNN

Camera HR CNN Dynamic HR 
filter Camera PPG CNN
Camera HR Camera PPG

Dynamic HR 
filter Static HR filter AUC
0.70 Wearable HR AUC 
(0.71)  

 
[Oliveira 2018] L. Oliveira, et al.: Driver drowsiness detection : a comparison 
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European Workshop on Visual Information Processing (EUVIP), IEEE, 
2018  

[Tsujikawa 2018]  M. Tsujikawa, et al.: Drowsiness Estimation from Low-
Frame-Rate Facial Videos using Eyelid Variability Features 2018 40th 
Annual International Conference of the IEEE Engineering in Medicine and 
Biology Society (EMBC), IEEE, 2018. 

[Aktaruzzaman 2015] M. Aktaruzzaman et al.: The addition of entropy ‑ based 
regularity parameters improves sleep stage classification based on heart rate 
variability, Medical & Biological Engineering & Computing, vol. 53, Issue 
5, pp. 415-425, Springer, 2015. 

[Ye 2016] Yanqing Ye et al.: Automatic Sleep and Wake Classifier with Heart 
Rate and Pulse Oximetry : Derived Dynamic Time Warping Features and 
Logistic Model, 2016 Annu. IEEE Syst. Conf., IEEE, 2016. 

[Scherz 2017] W. D. Scherz et al.: Heart rate spectrum analysis for sleep 
quality detection, EURASIP Journal on Embedded Systems, EURASIP, 
2017. 

[Malik 2018] J. Malik et al.: Sleep-wake classification via quantifying heart 
rate variability by convolutional neural network, Physiological 
Measurement, 29.8, 2018. 

[Somers 1993] V. K. Somers et al.: Sympathetic-Nerve Activity during Sleep 
in Normal Subjects, New England Journal of Medicine, 328.5, pp. 303-307, 
1993. 

[Rahman 2015] T. Rahman et al.: DoppleSleep : A Contactless Unobtrusive 
Sleep Sensing System Using Short-Range Doppler Radar, Proceedings of 
the 2015 ACM international Joint Conference on Pervasive and Ubiquitous 
Computing, ACM, 2015. 

[Wang 2018] C. Wang et al.: A Comparative Survey of Methods for Remote 
Heart Rate Detection From Frontal Face Videos, Frontiers in 
Bioengineering and Biotechnology, vol. 6, no. May, pp. 1–16, 2018. 

[Utkarsh 2018] S. Utkarsh et al.: Adaptive Heart rate estimation from face 
videos, The 8th Symposium on Biometrics, Recognition and Authentication, 
S2-9, IEICE, 2018. 
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10 ROC : HR vs PPG  11 ROC : PPG

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3Rin2-48



 

- 1 - 

 
Biomarker discovery from gene expression data of mixed tumor samples 

*1 
Katsuhiko Murakami 

*1  
FUJITSU LABORATORIES LTD. 

To diagnose the state of tissues from cancer patients, utilization and discovery of biomarker with high discrimination 
accuracy is important.  It is difficult to determine biomarkers that can cleanly separate cancer and normal tissues when normal 
tissues are mixed at the time of collecting a cancer sample. The purpose of the study is to provide method to discover biomarkers 
or characteristics of tissues with high accuracy for distinguishing between cancer tissues and non-cancer tissues. By utilizing a 
parameter λ, which indicates purity and status of each sample, highly accurate biomarker discovery became possible. 

 

1.  

 

 

LinearSVM [Abeel 2009] 
 

ML
 [Shen 2015]. 

 

 

2.  

2.1  

   j j

 
NCBI GEO  

(http://www.ncbi.nlm.nih.gov/geo/)
GSE16515

16 36 52

 

2.2  

(0 1) 
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Plenary session

Explain Yourself – A Semantic Stack for Artificial Intelligence
Thu. Jun 6, 2019 9:00 AM - 10:10 AM  Room A (2F Main hall A)

The room is connected with B and the lecture is broadcast to room C.
 

 
Explain Yourself – A Semantic Stack for Artificial Intelligence 
Randy Goebel1 （1. Professor of Computing Science at the University of Alberta, Canada, and

co-founder of the Alberta Machine Intelligence Institute (AMII)） 

 9:00 AM - 10:10 AM   
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9:00 AM - 10:10 AM  (Thu. Jun 6, 2019 9:00 AM - 10:10 AM  Room A)

Explain Yourself – A Semantic Stack for Artificial Intelligence
Randy Goebel1 （1. Professor of Computing Science at the University of Alberta, Canada, and co-founder of

the Alberta Machine Intelligence Institute (AMII)）

 
Artificial Intelligence is the pursuit of the science of intelligence. The journey includes everything from formal

reasoning, high performance game playing, natural language understanding, and computer vision. Each AI

experimental domain is littered along a spectrum of scientific explainability, all the way from high-

performance but opaque predictive models, to multi-scale causal models. While the current AI pandemic is

preoccupied with human intelligence and primitive unexplainable learning methods, the science of AI

requires what all other science requires: accurate explainable causal models. The presentation introduces a

sketch of a semantic stack model, which attempts to provide a framework for both scientific understanding

and implementation of intelligent systems. A key idea is that intelligence should include an ability to model,

predict, and explain application domains, which, for example, would transform purely performance-oriented

systems into instructors as well.
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Proposed session

役に立つ人の心の過程のモデリング
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room I (306+307 Small meeting rooms)
 

 
役に立つ人の心の過程のモデリング 
 1:50 PM -  3:30 PM   
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1:50 PM - 3:30 PM  (Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room I)

役に立つ人の心の過程のモデリング

 
対人サービスでは人の心の状態の推定はサービスの質向上に重要である．現在の人工知能は人の知的機能をモデ

ル化しようとしているが，人の非言語であいまいな過程が意思決定を支配するというのが認知科学の知見であ

る．本セッションは，この人の意思決定と人工知能の溝を埋めるべく，いくつかの事例についての人の認知過程

のモデルとありうる展開を紹介し，対人サービス人工知能の新たな開発に資することを目指す．
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Proposed session

AIマップタスクフォースの活動― AI初学者・異分野研究者のた

めの AI研究の俯瞰―
Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room I (306+307 Small meeting rooms)
 

 
AIマップタスクフォースの活動― AI初学者・異分野研究者のための AI研究
の俯瞰― 
 3:50 PM -  5:30 PM   
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3:50 PM - 5:30 PM  (Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room I)

AIマップタスクフォースの活動― AI初学者・異分野研究者のた

めの AI研究の俯瞰―

 
AI研究は21世紀に大きく拡大し，全貌の俯瞰的な把握が難しくなっている．そこで，研究発展と外部アピールを

目的に，主に AI初学者および異分野研究者のための AIマップのβ版を理事会中心に作成した．β版は「知能を捉

える視点」「基盤・手法・応用の相互作用」「知能活動のフロー」「技術と応用対象の連関」という異なる観点

に基づく4枚のマップからなる．β版の紹介と参加者との意見交換，また関連して JST俯瞰報告書や機械学習

マップを紹介する．
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Proposed session

ヒューマンインタラクション技術による自立共生支援 AIの研

究開発と社会実装に向けて
Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room M (Front-right room of 1F Exhibition hall)
 

 
ヒューマンインタラクション技術による自立共生支援 AIの研究開発と社
会実装に向けて 
 3:50 PM -  5:30 PM   
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3:50 PM - 5:30 PM  (Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room M)

ヒューマンインタラクション技術による自立共生支援 AIの研

究開発と社会実装に向けて

 
全国大会の近未来チャレンジ「認知症の人の情動理解基盤技術とコミュニケーション支援への応用」の活動を基

盤に，内閣府の戦略的イノベーション創造プログラム（ SIP）に採択された「“認知症の本人と家族の視点を重視

する”マルチモーダルなヒューマン・インタラクション技術による自立共生支援 AIの研究開発と社会実装」のプ

ロジェクトを紹介する．オープンイノベーションに基づく社会課題解決のための AI研究について参加者全員で議

論したい．
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Proposed session

人工知能国際標準化への誘い
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room O (Front-left room of 1F Exhibition hall)
 

 
人工知能国際標準化への誘い 
 1:50 PM -  3:30 PM   
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1:50 PM - 3:30 PM  (Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room O)

人工知能国際標準化への誘い

 
人工知能の標準化が ISO/IEC JTC 1/SC 42で開始されて１年余が経過し，参加者も急増して活発な議論が行われ

ている．日本はユースケースとアプリケーションの議論をリードしているが，他にも Trustworthiness， Bias，リ

スク管理，ライフサイクルなど多くの標準化が始まった．これら活動をリードする企業や研究機関のリーダから

現状や方向性を紹介頂き，より多くの参加と活発な議論を誘う．
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Proposed session

NEDO次世代人工知能中核技術 ～人を見守り協働する人工知

能の実現に向けて～
Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room O (Front-left room of 1F Exhibition hall)
 

 
NEDO次世代人工知能中核技術 ～人を見守り協働する人工知能の実現に
向けて～ 
 3:50 PM -  5:30 PM   
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3:50 PM - 5:30 PM  (Thu. Jun 6, 2019 3:50 PM - 5:30 PM  Room O)

NEDO次世代人工知能中核技術 ～人を見守り協働する人工知

能の実現に向けて～

 
2015 年度に開始された NEDO「次世代人工知能・ロボット中核技術開発」プロジェクトは研究開発の終盤に入

り， 次世代人工知能中核技術の研究開発に留まらず，産学官連携によるそれら技術の社会実装により，現代社会

の課題を解決すべく取り組んでいる．本企画セッションでは，人を見守り生活を支援する人工知能，人と共に働

くロボット等を例に，それらを実現するための次世代人工知能中核技術の研究開発成果を紹介する．
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Industrial session

Industrial session 5
吉岡 健（富士ゼロックス株式会社）
Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room M (Front-right room of 1F Exhibition hall)
 

 
Industrial session 5 
 1:50 PM -  3:30 PM   
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1:50 PM - 3:30 PM  (Thu. Jun 6, 2019 1:50 PM - 3:30 PM  Room M)

Industrial session 5

 
コンペティションによる AI開発の可能性（未定，(株)SIGNATE） 

IBM Researchの最近の研究と実用事例（立花 隆輝，日本 IBM(株)） 

NECの AI技術による社会価値創造（亀田 義男， NEC） 

AI関連技術の研究開発のご紹介（植野 研，(株)東芝） 

広告メディア研究の最先端（大谷 まゆ，(株)サイバーエージェント） 
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Night / Luncheon

NEC Corporation
Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room C (4F International conference hall)
 

 
NEC Luncheon Seminar 
今岡 仁1、中台 慎二1 （1. NEC） 

12:50 PM -  1:40 PM   
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12:50 PM - 1:40 PM  (Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room C)

NEC Luncheon Seminar
今岡 仁1、中台 慎二1 （1. NEC）

 
顔認証技術の最前線： NECが誇る NIST連続4回 No.1の顔認証技術は，海外の空港に多数採用されています．ま

た，南紀白浜エリアでは，空港やホテル，商店街で顔認証を活用した手ぶら決済の実証実験も取り組んでいま

す．空港や街並みの顔認証だけでなく，高精度な認証技術ならではの決済，おもてなし，セーフティ，そし

て，医療など新しい分野への応用が期待されています．顔認証技術の最新トレンドを交えてご紹介します． 

AI間連携の取り組み：ＡＩの「認識」や「予測」「制御」といった機能が実世界に適用され，様々なシステムがス

マート化されてきていますが，近い将来には，こうしたシステム間での挙動調整や利害調整のための新機能が必

要になります．本講演では，様々な分野の専門家と共同で取り組んでいる国家プロジェクトの活動を中心に，こ

の新機能を担う次世代人工知能の研究開発についてご紹介します．（想定人数150名）
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Night / Luncheon

HAKUHODO Inc.
Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room E (301A Medium meeting room)
 

 
Hakuhodo Luncheon Seminar 
猪谷 誠一1、藤井 遼1 （1. 株式会社博報堂） 

12:50 PM -  1:40 PM   
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12:50 PM - 1:40 PM  (Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room E)

Hakuhodo Luncheon Seminar
猪谷 誠一1、藤井 遼1 （1. 株式会社博報堂）

 
博報堂は広告会社です．広告会社の様々な業務において，一見縁遠いと思われる機械学習やデータ分析，人工知

能といった技術がどのように活用されているか，また，どのような研究開発が行われているかについて，現役の

研究員がお話します．（想定人数60名)
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Night / Luncheon

Intel Corporation
Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room M (Front-right room of 1F Exhibition hall)
 

 
Intel Luncheon Seminar 
志村 泰規 1 （1. インテル株式会社） 

12:50 PM -  1:40 PM   
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12:50 PM - 1:40 PM  (Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room M)

Intel Luncheon Seminar
志村 泰規 1 （1. インテル株式会社）

 
イメージセンサーとディープラーニング技術の飛躍的な進歩により，コンピューター・ビジョンを組込み機器に

採用する事例が増加してきている． 

従来型の SaaS型ソリューションでは解決の難しい低レイテンシー、高セキュリティーという組込み機器ならでは

の要求にこたえるため，インテルでは組込み向けのディープラーニング・ソリューションを展開している．ここ

ではインテルの推論アクセラレーターとそれらを活用するソフトウエアソリューションについて紹介を行う．

（想定人数150名）
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Night / Luncheon

DENTSU Inc.
Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room O (Front-left room of 1F Exhibition hall)
 

 
Dentsu Luncheon Seminar 
12:50 PM -  1:40 PM   
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12:50 PM - 1:40 PM  (Thu. Jun 6, 2019 12:50 PM - 1:40 PM  Room O)

Dentsu Luncheon Seminar

 
AI活用のひろがりは，マスメディア業界にもさまざまな変化を起こし始めています．日本独自の特徴のある業界だ

からこそ，これからさまざまなイノベーションが生まれる可能性のあるメディア・マスコミ業界． AI活用の今後

の展望について，オープンなディスカッションを通して切り口を探ります．（想定人数100名）
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Networking Meeting

Paricipants' networking meeting
Thu. Jun 6, 2019 6:00 PM - 7:30 PM  Room Y (Bandaijima multi-purpose square)
 

 
Participants' networking meeting 
 6:00 PM -  7:30 PM   
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6:00 PM - 7:30 PM  (Thu. Jun 6, 2019 6:00 PM - 7:30 PM  Room Y)

Participants' networking meeting

 
The meeting will be held at Bandaijima multipurpose indoor square, which is a renovated building of original

fish market with the semicylindrical roof. It is located at the south-western side of the parking lot in front of

Toki Messe. All people bearing the JSAI2019 participant pass can join this meeting without extra charge.

Some food and drinks including Niigata's specialties will be served.


