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In-memory Reinforcement Learning Hardware with Stochastic Conductance Change of
Ferroelectric Tunnel Junctions
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Building compact and efficient reinforcement learning (RL) systems for mobile deployment requires
departure from the von-Neumann computing architecture and embracing novel in-memory computing, and
local learning paradigms [1]. We exploit nano-scale ferroelectric tunnel junction (FTJ) memristors with
inherent analogue stochastic switching arranged in selector-less crossbars to demonstrate an analogue
in-memory RL system (Fig. 1). That is, via a hardware-friendly algorithm, capable of learning behavior
policies. We show that commonly undesirable stochastic conductance switching is actually, in moderation,
a beneficial property which promotes policy finding via a process akin to random search. We
experimentally demonstrate path-finding based on reinforcement (Fig. 2), and solve a standard control
problem of balancing a pole on a cart via simulation, outperforming similar deterministic RL systems [1].

[1] R. Berdan et al., VLSI Tech., 2019.
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Fig. 1 a) FTJ device structure b) Initial state
distributions. Non-zero distributions
support random initialisations of
state-action pairs for RL. ¢) Typical initial
state FTJ device low-voltage ultra-low
current I-V curves (5 devices). Intrinsic
nonlinearity supports selector-less crossbar
operation.

Fig. 2 Experimental path-finding demonstration
in a 3x3 FTJ memristor crosshar with
changing environment conditions. The
mouse needs to get to the positive reward
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