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A Closed-Loop Extraction of the Spatial Distribution of Interface Traps Based
on Numerical Model of the Charge-Pumping Experiment
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The extraction of the spatial distribution of interface traps from the experimental
charge-pumping data is analysed in detail.

dimensional transient model of the charge-pumping experiment.

The study is based on a numerical two-
The present trap

extraction procedures are evaluated and improved; the derived expressions are confirmed
by the rigorous numerical simulation on the models for virgin and stressed devices. The
application of the model for the charge-pumping experiment to extract the spatial trap
distribution in n-channel LDD devices after stress is presented.

1. Introduction and numerical model

Charge-pumping techniques have been extensively
used to extract the spatial distribution of interface
traps Nitl_'{) and fixed oxide charge’? along the
oxide/semiconductor interface in MOS devices be-
fore and after stress. The used extraction proce-
dures are based on analytical expressions which rely
on several approximations. According to our knowl-
edge, no confirmation has been given for these meth-
ods in the literature. The accuracy of the obtained
distributions Ny () near/within the junctions is still
unknown, because there is no method to measure
Nii(z) directly. In this paper a rigorous two-dimensi-
onal transient simulation of the charge-pumping (CP)
experiment is used to evaluate the validity of the
extraction procedures. The concept is presented in
Fig.1. For an assumed distribution of interface traps
and fixed oxide charge, we calculate numerically the
charge-pumping current (e.g. Icp versus source/drain

Jjunction reverse bias U;) applying transient pulses
at the device terminals. The calculated Icp 1s fur-
ther used instead of the experimental I, data, Fig.1.
Comparing the extracted trap distribution with the
assumed, we evaluated and improved the present
techniques for the N;(z) extraction. The rigorous
simulation of the CP experiment is implemented in

MINIMOS!?). It is based on: (1) The numerical so-
lution of the time-dependent basic semiconductor
equations. (2) Accurate terminal current calcula-
tion. (3) Trap dynamics is described by the Shockley-
Read-Hall-like equations. The generation-recombi-
nation rates for electrons and holes are coupled with
the transient continuity equations, while the dynamic
trapped charge is coupled with the Poisson equa-
tion. The system is solved self-consistently. Arbi-
trary interface and volume trap distributions can be
discretized in energy and position space. After a si-
mulation lasting a few signal periods, the time aver-
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ages of the terminal currents and the interface
effective generation rates are calculated, taking care
for the periodic steady-state condition. To the best
of our knowledge, this approach accounts for the first
time for the effects in the CP experiment related

to a finite carrier responsell) (parasitic geometric
current components in conventional MOSFET’s and
SOI devices), and for the 2D effects due to lateral
nonuniform distribution of traps, variable charge-

pumping threshold and flat-band voltages U;f and
fog) and, therefore, variable emission times tem,n,p

within the junctions'®) (Fig.2).
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Fig.1 A closed-loop procedure to evalu-
ate and improve the engineering methods
for the extraction of trap distribution.

2. Trap distribution extraction

The mostly used CP technique will be analyzed:
constant gate-bulk pulse train is applied, while the

drain/source-bulk bias U is varied — method II1:3),
With the reverse bias U/, the current Ip changes due
to two effects (n-channel devices):

1) The edges of the available area for the hole
capture during the low gate-pulse level Ugp; at the



source s and the drain side 7 move with the reverse
bias. These edges are defined by the critical hole

concentration pgrit'3’4) which is sufficient to refill all
traps with holes during the gate base level. The
relationships z, 4(U») can be obtained numerically

by the standard method!:3:4:6),

2) The CP threshold Utc,f and the CP flat-band
voltage Vfcf (in the junctions) are dependent on
the reverse bias, Fig.2. Consequently, the emission
times for electrons and holes tem, a,p, and therefore
the electron and hole emission levels Eem n p change
with U,. This effect has been neglected previously
in the literature. However, due to Utc}{’(Ur), the
contribution of the whole channel to the I current
changes with U;. Note that the emission times are

an explicit function of both the coordinate and the
reverse bias, tem = tem(Ur, ).
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Fig.2 Charge-pumping flat-band and
threshold voltage in the channel and
within the drain junction.

For a symmetric case (virgin devices), z3=Lg—zy4,
the trap density Dy at z4(Usr) is given with
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Neglecting the second term in the brackets, which
represents a correction due to tem(UT), the expres-

sion reduces to one used in the literature®®). The
second term can be approximated with the corre-
sponding value for the channel. The last is obtain-
able either by numerical simulation assuming traps
in the middle of the channel solely, or experimen-
tally from the difference between I.p(Ur) for two
devices produced simultaneously by the same tech-
nology with different channel length, Al»(Ur) (as-
suming close trap density distributions in both de-
vices); the second term can be estimated then with
a(lﬂ AIcp)/aUr 2 Icp(Ur). An exa.mple iS glven 111
Fig.3. Dashed curve is an assumed nonuniform trap
distribution in virgin device, which is used to calcu-
late Icp(Ur) numerically. Dotted-dashed curve is re-
calculated assuming the term —0Icp/0U, only. Ac-
counting for the variable term the recalculated curve

becomes close to the assumed distribution (solid lines)

Note that the error due to neﬁlecting the second
term increases with increasing the channel length.
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Fig.3 Extracted spatial trap distribution
versus the assumed distribution in virgin
device. Lg = 0.8um.
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Fig.4 Calculated I, for the assumed

model of virgin and stressed devices.

In the second example we consider stressed devices;
a nonsymmetric case. Fig.4 shows the simulated
Iep(Ur) curve for virgin device with a uniform trap
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distribution (2x10%em=2eV 1), and for two stressed
devices modeled by a superposed gaussian trap dis-
tribution within the drain junction (peak density
1011 and 1012ecm—2eV 1, Figs.5,6) which location
has been chosen relative to the electric-field peak at
the stress bias according to the experimental observa-

tion3). Applying the extraction procedure on the dif-
ference between the current for the stressed device
and the virgin device éIcp(Ur), instead on Icp, the
undesired contribution of the term due to the vari-
able tem in the channel can be made negligible. For
the traps localized in a narrow interval, the change
of Ip with U, is primarily due to the change of z,
while the variation of ey, for traps which contribute
to the CP current is a second order effect. The distri-
butions, recalculated from the curves shown in Fig.4,
are given in Figs.5'and 6. Contrary to the claim in

the literature®?), the parameter pS™™ ought to be

chosen carefully; it determines the location of t_he
extracted peak3}. We found that the value of pS™*:

8§



which corresponds to 3 hole-capture time constants
during the gate pulse base-level Ugp; (in this case

2 x 101%em=3), leads to a shift to the left from the
assumed distribution. This shift is partially due to
a finite width of the transition between the active
and the non-active CP area (which is not a step-like
function). The small discrepancy in the amplitude
originates due to the longer emission times tem
associated with traps in the junction than with that
in the channel (used in the recalculation), Fig.2. In
conclusion, our study has confirmed the ability to
extract accurately the spatial trap distribution by
using the CP method discussed (assuming proper

crit.
p5").
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Fig.5 Extracted spatial trap distribution ver-
sus the assumed gaussian distribution for the
additional stress-generated traps. Lg=0.8um.
Drain junction is located at 0.702um.
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Fig.6 Extracted trap distribution for a low
density of the generated traps.
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The variation of the emission times influences Iep
in other CP methods used to scan the lateral trap

profile, like the method Il), two-pulse modiﬁcation3),
the technique with fixed gate base-level and variable

top-level?) and with fixed gate top-level and variable
base-level 7+8) (n-channel), as well. In the last two
methods, this undesired effect can be eliminated
by keeping the pulse slope AUg/tr s constant®).
However, this effect does not exist in the simple
conventional techniquew) with constant AUg, i,
ty and Up, and variable gate base/top-level, with
keeping the gate top-level in inversion.
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Fig.7T Trap distribution in n-channel LDD
device stressed at Upg = 6.5V, Ugg = 3V.

Using the last CP method we extract the spatial trap
distribution in n-channel LDD device after the hot-
carrier stress at maximum Ip, Fig7. Moreover, for
the extracted trap distribution, I, can be calculated
numerically using the rigorous transient model of
the CP experiment, and then compared with the
experimental Ip. The obtained agreement confirms
the accuracy of the trap distribution obtained, which
is, however, dependent on the accuracy of the lateral
impurity profile in the subdiffusion region. Note that
a 2D transient approach is indispensible to calculate
the complete Ic.p(Ugp;) curve for LDD devices due

to the gate-edge/LDD-region fringing effect.
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