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1. Introduction
For object-based image processing such as in the MPEG-7

standard [1] or object-oriented image compression [2], an ob-
ject-extraction process from natural complex video pictures,
called video segmentation,  is an indispensable first-step. How-
ever, visual data has generally high complexity and contains a
multitude of information, so that it’s difficult to achieve low
power and real-time segmentation (33msec/frame) with gen-
eral purpose hardware like FPGAs, microprocessors or digital
signal processors (DSP). Therefore, a special purpose hard-
ware for real-time low-power segmentation is required.

Previously [3, 4], we proposed a high-quality real-time digi-
tal architecture for VGA-size video segmentation as well as a
boundary-active-only (BAO) region-growing concept. BAO is
expected to result in an efficient power-reduction technique
for region-growing-based segmentation without sacrificing real-
time processing. This paper presents the circuit details for BAO-
implementation and a BAO-performance evaluation with a full-
custom designed CMOS test-chip in 0.35µm technology, in-
cluding a 41×33 pixel-processing array. The measured seg-
mentation results for 41×33-sized images were 23µsec seg-
mentation time (avg.) and 45.8mW power-dissipation (avg.)
at 10MHz clock frequency.

2. Cell-Network-Based Video Segmentation Architecture
Our video segmentation architecture [3, 4] uses a region

growing algorithm. Inclusion of a pixel i in a given segment is
decided by examination of the pixel's connection-weights Wij

with neighboring pixels j, which are already included in the
grown region. For gray-scale images, the connection-weights
Wij are functions of the luminance differences |Ii - Ij|. For color
images, the connection-weights are functions of the maximum
of the differences between each of the three RGB components.
The details of the algorithm are as follows. First, in the initial-
ization phase, the connection-weights are calculated. Then
leader pixels (self-excitable pixels), which are the seeds of the
subsequent region-growing process, are determined from cal-
culated connection-weights. Second, in the segmentation phase
by region growing, one of the leader pixels is self-excited and
a new region is grown from this leader pixel. In each growing
step of the region, excitable pixels are determined with a thresh-
old condition for the sum of connection-weights with excited
neighbors, and the pixels fullfilling the excitation condition
are automatically excited. The growing steps are repeated as
long as excitable pixels exist. When no further excitable pixels
are left, the growing process of the respective segment fin-
ishes and the excited pixels, constituting the new segment, are
labeled and inhibited. Afterwards, the next leader pixel is
searched by a token passing process and the next segment is
grown from this leader pixel. The segmentation process is com-
pleted when all initially determined leader pixels are inhib-
ited.

Figure 1 shows the construction of the cell-network, which
is the core circuit of our video segmentation architecture. It
consists of cells, which are processing elements and correspond
to the pixels, as well as connection-weight registers, which store
the connection-weights. Each cell calculates the sum of the
connection-weights with excited neighbors and determines its
own new state (self-excited, excited, inhibited, labeled) accord-
ing to the threshold condition. Due to this parallel processing
of all cells, the power-dissipation increases in proportion to
the number of cells (pixels). To avoid this increase, we pro-

pose the boundary-active-only (BAO) concept.
3. BAO Concept and Implementation

The BAO concept, which exploits the characteristics of the
region-growing algorithm, is explained with Fig. 2. Due to the
stepwise growth of each region, it is sufficient to activate only
the cells which have an excitation possibility in the current
growth step. Such cells must belong to the boundary of the
currently grown region. More specifically, cells with an exci-
tation possibility should not satisfy any of the following three
conditions: (1) It is already excited (xij=1). (2) It has already a
segment number (lij=1). (3) It is not excited and has no seg-
ment number, but there are no neighboring cells excited dur-
ing the previous clock cycle t. In particular, condition (3) means
that only a part of the complete boundary of the grown seg-
ment has an excitation possibility in the normal case (see Fig.
2).

We implemented a BAO controller in each network cell,
which realizes the BAO concept for reduced power dissipa-
tion by examining the above 3 conditions and controls the cell’s
stand-by mode by a clock-gating signal cell_CLKij (see Figs.
3,4). Since the cell-network has long global clock lines with
large capacitances, we additionally restrict clock distribution
to potentially active network cells by the method explained in
Fig. 5. Detection of the rows including region-boundary cells,
which have been activated in the previous clock cycle, is car-
ried out with an OR-function of the state signals of the cells.
This detection function is no additional overhead because it is
required  anyhow for recognizing the region-growing end. The
clock controller of Fig. 5 distributes the clock signal in the
next clock cycle only to rows including cells, which have been
excited in the previous clock cycle, and their neighbor rows.

4. Test-Chip Design and Performance Measurements
We designed and fabricated a video segmentation test-chip

which implements a cell-network with the described BAO ar-
chitecture in a 0.35µm 2-Poly 3-Metal CMOS technology. Fig-
ure 5 shows the die photo of the fabricated chip including a
cell-network for 41×33 (1,353) pixels on an area of 51.1mm2 .
The integration density achieved in the full-custom design is
26.5pixel/mm2, which is two times better than a standard cell
based implementation. Measured power dissipation for a worst-
case input image (only one homogeneous region) is 94.0mW
at 10MHz (0.069mW/pixel) in the segmentation phase. The
worst-case power dissipation of a previously designed 10×10
cell-network without BAO [3], which has a twelve-times
smaller cell number, is 30.9mW at 10MHz  (0.309mW/pixel).
Therefore, about 78% power-reduction per pixel have been
achieved with the BAO concept. Average power dissipation,
estimated with a 7 segment input image, is 45.8mW. Estimated
segmentation time and Si-area consumption with BAO-archi-
tecture for QVGA-size images are <250msec at 10MHz (Fig.
7) and <120mm2 in a 90nm CMOS technology (Fig. 8), re-
spectively. The characteristic data of the test-chip are summa-
rized in Table I.

5. Conclusions
We designed and fabricated a cell-network with 41×33 cells

in 0.35µm CMOS technology for low-power video segmenta-
tion and experimentally confirmed the effectiveness of the pro-
posed boundary-active-only (BAO) architecture. Compared
with our previously proposed segmentation architecture with-
out BAO [3], about 78% power reduction per cell is achieved
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at 10MHz clock frequency.
Applying additionally a pipeline processing with tiled im-

ages [4], VGA-size video-segmentation is expected to become
possible with this 41×33 cell-network. The segmentation per-
formance for VGA size input images is estimated as 7.49msec
segmentation time at 10MHz clock frequency and < 94.0mW
power dissipation.
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Figure 5: Block diagram of BAO exploitation for power-reduction
of clock distribution. Rows i, containing excited cells in the last
clock cycle, are detected (ZORi=1) from the state signals of the
row cells. The clock controller distributes the clock only to rows
containing these cells and their nearest neighbor rows {i-1, i, i+1}.

Figure 4: Circuit diagram of the BAO controller in each cell for cell-
internal power reduction.

Figure 2: Conceptual diagram of the proposed boundary-active-only
(BAO) scheme. (a) shows the excited and newly excited regions at
clock cycle t and t+1, respectively. (b) Only cells, which are neigh-
bors of excited cells at t+1, are activated in clock cycle t+2.

Figure 3: Block diagram of the cell ij
with BAO controller.

Figure 6: Die photo of the network with BAO including 41×33 cells,
designed in a 0.35µm 3-metal CMOS technology. The layout of cell
and connection-weight-register blocks is magnified on the right side.

Table I: Characteristic data of the designed test-chip.

Figure 1: Block diagram of the cell-net-
work, implemented by alternately laying
cells and connection-weight-register
blocks.
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Figure 7: Image segmentation time
estimation of weight-parallel archi-
tecture for larger image sizes at
10MHz clock frequency. For 320×
240 (QVGA) images, very high-
speed image segmentation with
<250µsec (ave.) is possible in
0.35µm technology.

Figure 8: Chip-size estimation
for the weight-parallel archi-
tecture at the 90nm technol-
ogy node with 5 metal layers
as a function of the image size.
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