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1. Introduction 
   Process scaling beyond the sub-micron regime presents 
several hurdles to sustaining Moore’s Law. Specifically, 
due to challenges posed by device scaling, effects such as 
deep sub-micron noise is expected to induce “probabilistic” 
behaviors in future CMOS designs [1,2]. As a promising 
approach to coping with these challenges, we describe a 
probabilistic CMOS (PCMOS) based computing method-
ology. In our approach, the devices are allowed to live with 
noise, leading to inherently probabilistic devices that are 
guaranteed to compute correctly with a probability p, a de-
sign parameter; by design, they are expected to compute 
incorrectly with a probability (1-p). 
   It was established earlier that ultra low-energy prob-
abilistic switches can be realized by harnessing noise. In an 
earlier SSDM publication [3], the relationship between the 
energy consumed and the probability of correctness was 
characterized using analytical modeling and HSpice simu-
lations. In this paper, our contributions are threefold:  
1. We identify PCMOS characteristics that can be ex-

ploited at the application level for energy and per-
formance benefits. 

2. We demonstrate a methodology to use PCMOS devices 
in probabilistic system-on-a-chip (PSoC) architectures. 

3. We show that in addition to harnessing noise as a re-
source, PSoCs also yield significant benefits simulta-
neously to the performance (measured in terms of the 
execution time) and the energy consumed (measured in 
terms of Joules) for the probabilistic cellular automata 
application [4] that we consider. The application and 
architecture-level savings are quantified using the 
product of the energy consumed (measured in Joules) 
and the performance (measured in number of clock cy-
cles) denoted energy x performance: the PSoC based 
design achieves an impressive saving by a factor of 
more than 1900 in the context of a PSoC realizing 
probabilistic cellular automata. 

  The rest of the paper is organized as follows. Section 2 
presents a brief overview of PCMOS technology with an 
emphasis on PCMOS characteristics that are critical for 
architectural benefits. Section 3 describes a canonical PSoC 
architecture which will be our primary vehicle to harness 
PCMOS in architectural designs that show application-level 
benefits. Section 4 describes the probabilistic cellular 
automata application and a PSoC for realizing this applica-
tion. Section 5 presents the results and an analysis. Finally, 
we conclude the paper and present avenues for future work. 

2. Overview of PCMOS and Its Characteristics 
   As described in detail in [3] and [4] coupling a conven-
tional inverter with noise yields a probabilistic CMOS de-
vice which follows the energy-probability (E-p) relation-
ship: The energy consumed per switching is exponentially 
related to the probability of correctness and is quadratically 
related to the noise RMS for a fixed probability of correct-
ness. Through this relationship it is evident that a small 
change in the probability of correctness would yield sig-
nificant energy benefits per switching due to the exponen-
tial relationship. In addition, to harness PCMOS devices to 
yield application level benefits, the following characteris-
tics are critical and need to be exploited:  
1. PCMOS devices are extremely (energy) efficient in 

producing random bits. When compared to a hardware 
based implementation of a random number generator, 
PCMOS devices are 2000 times (energy) efficient and 
with respect to a software based random number gen-
erator on a low-power (StrongARM SA1100) proces-
sor, PCMOS is almost 156000 times (energy) efficient. 

2. PCMOS devices can be tuned a-priori to generate ran-
dom bits with any probability p. In contrast, CMOS 
based or software based generation are capable of 
producing random bits only with a probability p=0.5 
and therefore, require post processing for cases where 
p=0.5---making them further inefficient. 

3. However, the current implementation of PCMOS de-
vices operate at a low frequency (of 1Mhz) necessitat-
ing replication of PCMOS devices for latency hiding.  

  Using these PCMOS characteristics listed above, we can 
harness PCMOS devices to form architectural building 
blocks to implement applications. 
 
3. Probabilistic System on a Chip (PSoC) Architectures 
   To harness the benefits for PCMOS technology at the 
application level, we have developed a methodology for 
using PCMOS to realize ultra efficient embedded comput-
ing platforms. As shown in Figure 1, a canonical PSoC 
architecture consists of a host processor used to compute 
most of the control-intensive deterministic components of 
an application, whereas the co-processor realized using 
PCMOS will be used as an energy-performance accelerator 
and will execute the probabilistic part of probabilistic algo-
rithms. In contrast, a conventional CMOS-based SoC is 
designed to be (functionally) identical to this PSoC by util-
izing a hardware based implementation of a well known 
algorithm to generate random bits [6]. 
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   The degree to which benefits can be derived through 
PCMOS technology in the context of an application is de-
pendent on its “probabilistic content”---if an application has 
high probabilistic content, there will be more frequent acti-
vations of PCMOS-based components and less dependence 
on conventional CMOS components. Thus PSoCs yield 
high benefits to probabilistic algorithms and applications 
based on such algorithms. For concreteness, we will con-
sider the probabilistic cellular automata algorithm [5]. 
 

4. Probabilistic Cellular Automata 
   Probabilistic cellular automata (PCA) are a class of 
cellular automata used to model stochastic processes and 
used in a wide range of applications like pattern and string 
matching, pattern generation and classification. Cellular 
automata consist of cells with local (typically nearest 
neighbor) communication. Each cell is associated with a 
state and a simple transition rule which specifies the next 
state of a state transition based on its current state and the 
states of its neighbors. In the probabilistic string classifica-
tion algorithm [5], the state of each cell is either 0 or 1, 
giving rise to 8 possible transition rules (each rule has two 
possible outcomes 0 or 1). In addition, the transition rules 
are probabilistic: For a transition rule τi (0≤ i≤ 7) probabil-
ity that the output state of the rule is 0 is denoted by pi,0 and 

probability that the output state is 1 is denoted by pi,1.  
   The PSoC which implements this application is de-
signed as shown in Figure 2: Each transition rule is imple-
mented by a PCMOS inverter whose input is a 0. The 
probability of correctness associated with the ith inverter is 
pi,1. The control-intensive part of choosing the transition 
rule (based on the state of a cell and the states of its 
neighbors) and updating the states is implemented using 
conventional CMOS devices. Since the rate at which the 
transition rules are evaluated exceeds the frequency of op-
eration of the PCMOS devices, this structure is replicated 
many times. Since the probability associated with each of 
the transition rule is not 0.5 (p=0.5), the conventional SoC 
equivalent architecture is implemented using a hardware 
based realization of the Park-Miller [6] algorithm coupled 

with a comparator to yield the desired probability of ran-
dom bits. The energy and performance modeling of the 
PSoC and SoC implementations is via HSpice simulations 
using a TSMC 0.25µ process. 
 
5. PCMOS Benefits and Analysis 
   To study the gains of a PSoC implementation, we con-
sider energy x performance (EPP) as the metric of interest. 
The gain of the PSoC over SoC is defined as the ratio of the 
EPP of the SoC design to the EPP of PSoC design: Gain = 
EPPSoC/EPPPSoC. The Gain of the PSoC design over a SoC 
design is 2900X in the context of a core primitive probabil-
istic operation of the PCA application (see Table 1) and it 
is 1900X in the context of the overall execution of the string 
classification application, which validates and even exceeds 
our claim about the utility of PCMOS devices [3,4]. 

Table 1: EPP Gain of PCMOS over CMOS and over conventional 
software based implementation running on StrongArm SA-1100 
processor to execute the primitive probabilistic operation of PCA. 
 
6. Conclusion 
   PCMOS has been featured as a significant technological 
innovation in realizing ultra low-energy computing [7]. In 
this paper, we have shown that the device level benefits of 
PCMOS can be exploited at the application level through 
application specific probabilistic SoC architectures. Such 
implementations yield three orders of magnitude savings in 
terms of the energy-performance product (EPP) metric in 
the context of probabilistic cellular automata. For future 
work, we are exploring a larger suite of applications from 
the image/signal processing domain where PCMOS can be 
used to explore the trade-off between energy consumption 
and signal-to-noise-ratio (error rate) at the application level. 
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Figure 2: A PSoC implementation for PCA algorithm– 
Co-processor is shaded 

 
Host 

(SA-1100 or  
Custom ASIC) 

IO 
 

Co-Processor(s) 
Based on PCMOS or 
conventional CMOS 

Figure 1:  A Canonical Probabilistic System on a Chip Architecture 
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