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Abstract- In this work, we first introduce the architecturesan of
our Single-Gate Vertical Channel (SGVC) 3D NAND dHaDifferent
from the usual Gate-all-around (GAA) device typas3D NAND,
SGVC produces two physical bits (double densitygath trench, thus
providing an efficient way for producing high-degsmemory. We've
successfully developed a 16-layer SGVC 3D NAND wi#8Gb MLC
capacity. The relatively large planar device presidexcellent read
disturb and is suitable for read-intensive appiices. Second, we
introduce a novel 3D AND-type architecture, which a structure
variation of SGVC, but with a vertical buried di§ion line that
connects all transistors in parallel in an AND-tyagay. The 3D
AND-type NVM is capable of in-memory computing amak potential
to provide high-density and low-power hardware 8ohs to
accelerate the computation of artificial neuro rety

I. Progress of SGVC 3D NAND:

3D NAND has gradually replaced conventional 2D F&ND in

1. 3D AND-type NVM for Al

By slightly changing the array architecture butpiag most of
the 3D processes, SGVC can be turned into a newceldar Al
application. In Al application, the deep-learningtifeial neuro
network (ANN) is the central part, and it requiresge memory
(mainly to store “weights” for vector matrix mullipation, also called
“MAC"). The conventional von-Neumann architectureeds buses
that communicate memory with LOGIC circuits andsths the
bottleneck of throughput and power consumptionsi-rfiemory
computing” is highlighted as a solution that satres cost and power
of data movements for ANN [4].

Right now in-memory computing mostly relies on SRAslsed
design, which suffers from limited density (~Mb éév A high-density
(>1Gb) on-chip NVM which supports the in-memory qarting is
very desirable to boost the system performance bim) with low

recent years. Although thé'inass produced 3D NAND was 32 layergower (much less data movements) and low cost {imize SRAM

[1], the 64-layer TLC product starts to produce éowit cost than 2D
NAND. These 3D NANDs adopt a GAA device with dimiems much

and DRAM).
Currently the most popular in-memory computing gsiMVM

larger than 2D NAND. To compensate for the largeicesize, it must devices are NOR-type 1T1R structure with ReRAMEGrNOR Flash
be built with high-stacking layers that inevitalsiguse high processing architecture. However, scaling capability is quiteited, far below
cost. Therefore, 3D NAND requires TLC (or even QL®6)achieve 1Gb for these architectures. Moreover, there arelleiiges that
low bit cost. However, TLC and QLC produce lowet st at the connect layer to layer for deep learning, becabeedata transfer from

penalty of much degraded product reliability andqenance.
We proposed an SGVC 3D NAND [2] architecture tovile better
scaling capability by producing double-density degi in each deep

output of previous layer to the input of next layequires several
digital to analog transformations and also chargenging for WL
voltages.

trench. Figure 1 illustrates the schematic 3D structure of SGVC 3D  On the other hand, NAND Flash (including 3D NAN)gdood

NAND. It's a “U-turn” NAND string, where both bitlie (BL) and
sourceline (SL) contacts are arranged on top. Atthothe U-turn
NAND string has the penalty of lower read curreitt,has the
advantage of smaller array overhead because obuares strapping
area overhead.

Both top and bottom have several dummy WL's. Thgompurpose
of the top dummy WL's is to alleviate hot-carrigstdrbance during
self-boosting programming inhibit. On the other dhathere is no
hot-carrier issue in the bottom part, and the th@&Kinversion gate) is
mainly to provide a suitable etching process windowntrol.

The structure is arranged in a twisted layout ofd8htact like other
3D NAND so that it enjoys the tight-pitch metal Bh allow higher
bandwidth.

for high-density storage, but probably not good fiugh-speed
computing. The main reason is the small read ctrreh
serially-connected devices that causes long latérreyi usec) for read.
The array loading effect (string current is affelctyy other unselected
WL’s) also causes poor accuracy for the summedentirof plural
BLs.

Considering the need for Al computing memory, wedifyoour
SGVC 3D NAND and achieved a novel 3D AND-type aretture [5],
as shown irFig. 6. Different from SGVC 3D NAND, we introduce a
vertical buried diffusion line that connects alnsistors in parallel in
an AND-type array, where both BL's and SL's areatlat. Figure 7
briefly illustrates the process structure of thishitecture. This new
architecture has the advantages of high-densij-bandwidth design,

In Fig. 2, the structure and layout of GAA and SGVC are hyrief low-power bit-alterable +/- FN Program/Erase, angpp®rts near

compared. SGVC is more like a 2D planar devicedrtanged in 3D
vertically. In each deep trench, there are two aitboth sides which
are independently controlled so that SGVC provides efficient
double-density memory. The layout and design rule @mpared.
SGVC can be manufactured in a 0.1um * 0.22um ue# &ith double
density, while GAA device is produced in a ~0.16gpitch. Thus
SGVC has much smaller effective cell area.

We've successfully developed a 16-layer SGVC 3D NDARigure
3 shows the die photo of our 128Gb MLC SGVC 3D NANDe die

analog operation (Type ) with multi-level input carmulti-level
storage.

There are two ways to design an Al 3D AND. In Tyf&ig. 8),
the summed current is carried out in plural BL'sttBinput and output
are at the same BL side, thus we can design ariegifidata transfer
from output of the previous layer to the input & thext layer at the
sense amplifier (SA) circuits, and adopt the tinmandin design for
deep learning using the same array without the éé¢do many tiles
for neuro network. Type-l has potential to serve fbe many

size is close to 80mMmwhich is significantly smaller than the 2Dconvolution layers that requires extensive comjutin

1ynm MLC (~120mr) for the same 128Gb MLC.

One important technology feature of SGVC is that adgopt a
metal-strapped WL (at M3) instead of metal gatestemswvn inFig. 4.
In 3D NAND, each WL will share plural strings (cesponding to the
SSL for each string) horizontally, thus enablingizable WL pad area

In Type-Il (Eig. 9) design, the WL serves as the input. Summation
is carried out in multiple WL's. Type Il is only #able for binary mode
operation. Due to the high parallelism of computifype—Il is
suitable for-the fully-connected (FC) layers.

The 3D AND-type design has potential to enable ghtdensity

for each block. We've developed a special stairgaseess that can be (>>1Gb) device for the Al computing era.

fit in the WL pad areaThe poly gate WL's are connected to the to

low-resistance M3 WL per ~200um length, thus giviregy low WL
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Fig. 3 A128Gb MLC product of SGVC 3D

Fig. 2 Comparison of GAA and SGV(Qa) GAA device. The NAND designed for the mass production. The die
size is close to 80minwhich is significantly

smaller than 2D NAND (~120mfor 1ynm

MLC).

Fig. 1 The 16-layer SGVC 3D NAND architecture. 4 ! . :

It's a U-turn NAND string, with both BL and SL typical design rule is ~0.16um pitch for hole. Sooverhead

contacts on top. Some dummy WL's are adopted at needed for the WL slit for source strappitfly) SGVC device. It's

top and bottom parts. double density in each trench, with flat devicet t@s more pitch
scaling capability.
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Fig. 6 A novel 3D AND-type NVM device [5]
proposed to serve for the high-density and low-powe

Fig.5 The Vtdistribution after full-block MLC
programming, collected by wafer sort for many-die

Fig. 4 Schematics of metal-strapped WL for SGVC. distributions. The memory window is enough for MLC, in-memory computing device. The structure resembles
The high-resistance poly gate are connected twa lo with fail-bit count (FBC) within the BCH correctabl SGVC 3D NAND, but with vertical buried diffusion
resistance M3 lines at the WL pad, where a special regime, after reliability test. lines introduced that connect all memory transgstor
staircase processing are produced to allow the WL parallel. The sum-of-product (vector matrix

contact at different layers. The layout overhead multiplication) is readily provided.

including WL pad and source connection is <6%.
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Fig. 7 Structure illustration of 3D AND. It resembles

SGVC 3D NAND, but with certain modificatior(a)
The gate stack trench etching. Nearly ~3um depth is e sum(t) sum(2)
produced to provide 32-tier feasibilit{b) The Sum

structure plane-view TEM. In each trench, there are
twin cells, where the two-side ONO are indepengentl

" - Fig. 8 Type-l operation method of summed product. Turn-on Fig. 9 Type-ll operation method of summed
controlled by‘dlfferent gates, smlay to. SG\./.C' one WL each time, with multiple BL's as input. (X§ummed prgduct.y'rlj'urn-orl: multiple WL'’s as the input (Xi),
Charge-trapping (BE-SONOS) device is utilized for oy is carried out for plural BL's. Both inpand output are and assign constant BL bias for sensing. Summed
storage, ‘and thin body (Tsi<10nm) poly—glllcon at the same BL side, thus we can quickly trandferoutput current is provided over plural WL's. It shows
channel is adopted. At the edge of the thin body, a 515 15 pecome the input for the next-phase ohwaatotion larger parallelism by the multiplication of multi
sidewall N+ diffusion line is formed, which formbet 01 network. BL's can have multi levels, while ttored WL's and multi BL's. It's good for the fully-
vertical buried diffusion line that connects all weights (conductance) can be also multi-levelss Phbvides connect (FC) layer operation.

transistors in the same trench of the 3 AND-typeMNV near-analog (multi-level) computing.
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