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Abstract 
Artificial Neural Networks (ANN) have dramatically im-
proved performance for many machine learning tasks. 
We demonstrate new architectures based on Photonic 
Integrated Circuits for carrying out ANN and other sta-
tistical processing tasks. I will discuss how it can enable 
orders of magnitude enhancement in computational 
speed, latency and power efficiency over state of the arts 
electronics.  
 
Computers that can learn, combine, and analyze vast 
amounts of information quickly, efficiently, and without the 
need for explicit instructions are a powerful tool for han-
dling large datasets. Indeed, ”deep learning” algorithms 
have received an explosion of interest in both academia and 
industry for their utility in image recognition, language 
translation, decision making problems, and more [1]. Tradi-
tional central processing units (CPUs) are far suboptimal for 
implementing these algorithms [2]; and a growing effort in 
academia and industry has been put towards the develop-
ment of new hardware architectures tailored towards appli-
cations in artificial neural networks and deep learning [3]. 
Graphical Processing Unit (GPUs), Application Specific In-
tegrated Circuits (ASICs) and field-programmable gate ar-
rays (FPGAs), have enabled both energy efficiency and 
speed enhancements for learning tasks. In parallel, hybrid 
optical-electronic systems that implement spike processing 
and reservoir computing have been shown. However, the 
computational speed and power efficiency achieved with 
these hardware architectures are still limited by electronic 
clock rates and Ohmic losses. 

Optical neural networks offer a promising alternative ap-
proach to microelectronic and hybrid optical-electronic im-
plementations. In fact, Artificial Neural Networks are a 
promising optical-assisted computing paradigm because (1) 
they rely heavily on fixed matrix multiplications: linear 
transformations (and certain non-linear transformations) can 
be performed at the speed of light and detected at rates ex-
ceeding 100 GHz [4] in photonic networks, and in some 
cases, with minimal power consumption. (2) they have weak 
requirements on resolution: in general, statistical computing 
are more robust to error and can be operated at much lower 

resolution: optimum for analog computing and (3) once a 
neural network is trained, the architecture can be passive, 
the computation on the optical signals will be performed 
without additional energy input.  

 

Figure 1 | General architecture of the ONN. a, General artificial neural net-
work architecture composed of an input layer, a number of hidden layers 
and an output layer. b, Decomposition of the general neural network into 
individual layers. c, Optical interference and nonlinearity units that com-
pose each layer of the artificial neural network. d, Proposal for an all-opti-
cal, fully integrated neural network. [6] 

Artificial neural network architecture contains an input 
layer, at least one hidden layers, and an output layer. In each 
layer, information propagate through neural network via lin-
ear combination (e.g. matrix multiplication) followed by 
nonlinear activation function applied to the result from lin-
ear combination. In training an artificial neural network 
model, data are fed into the input layer, and output is calcu-
lated through the forward propagation step. Then the param-
eters are optimized through the back propagation procedure. 
The key component optical neural network (ONN) compu-
ting is the optical interference unit, depicted in Fig. 1. 
Which is used to perform arbitrary unitary matrix multipli-
cation on the input optical signal. The unitary matrix can be 
obtained using a network of Mach-Zehnder interferometers. 
Mathematically, it can be rigorously proved that any arbi-
trary unitary matrix can be represented by the network of 
Mach-Zehnder interferometers [5].     
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In this talk, I will show that some main frame statistical 
computing algorithms can be effectively carried out by the 
Si PIC, I will also discuss the engineering challenges and 
opportunities for photonics community. 
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