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Abstract 

Thermoelectric (TE) generators convert waste heat 

into electricity and have attracted increasing interests in 

the search of cleaner, more sustainable energy sources. 

Along with the substantial improvement achieved on the 

performance of thermoelectric materials, the design of TE 

generators is also crucial as it bridges the TE materials 

and applicable TE products. However, designing thermo-

electric devices is a difficult task due to the complexity in 

the multiple parameter optimization and is always relied 

on extensive, time and computational resource consuming 

simulations. Here we report, for the first time, the use of 

artificial neural network (ANN) to achieve a rapid and ac-

curacy performance evaluation of thermoelectric genera-

tor. An average prediction error of 0.013 is reported with 

a 12 million times reduction of computation time.  

 

1. Introduction 

   Sustainable energy generation is a growing issue for the 

world. Conventional fossil fuel energy production is both in-

herently unsustainable as the fuel is finite, but it is also in-

creasing greenhouse gases leading to climate change. Ther-

moelectric power generation is one possible energy source 

that can be both sustainable and low emission. It is based on 

the Seebeck effect in which a voltage is produced by a con-

stant temperature difference [1]. Output efficiency of these 

devices is dependent on both the materials used, characterized 

by the figure of merit (𝑍𝑇 = 𝛼2𝜎/𝜅), and the design of the 

thermoelectric generator (TEG). Design of TEGs is often a 

challenging task as there are multiple parameters that need to 

be optimized, and this optimization can also be application 

specific. Methods for optimization include mathematical 

modelling which can be inaccurate depending on the models 

used [2], or finite element method (FEM) simulation which 

can be computationally expensive [3].  

   Here we apply deep learning technology to predict the 

performance of TEG. An artificial neural networks (ANN) is 

firstly trained through a dataset produced by FEM simula-

tions using COMSOL Multiphysics®. The architecture of the 

ANN will be introduced, and the prediction performance of 

the ANN will be evaluated by the training loss as well as the 

prediction error. 

2. Results and Discussion 

   A conventional TEG structure is adopted in this work as 

shown in Fig. 1. The geometric parameters including the di-

mensions of the n and p legs, electrical interconnects are la-

belled accordingly.  

 
Fig. 1 Schematic of TEG simulated in this work showing parameters. 

 

   A dataset of 4112 TEG structures and their power perfor-

mance were generated for the ANN training. This includes 

the first generation of 4112 random parameter sets. Table 1 

lists the ranges and resolutions of each parameter. Fill factor 

(FF) is defined as the ratio of the thermoelectric area to the 

whole device area, where 𝑄𝑖𝑛 is the input heat flow which is 

fixed at 5,000 W/m2. The cold side temperature was fixed at 

300 K, and the height of the ceramic was fixed at 0.5 mm. 

The materials used for the metal interconnects and the ce-

ramic are copper and quartz from the built-in COMSOL ma-

terial library. PbTe and BiSbTe were used as the n and p type 

materials and their TE properties were taken from literature 

[4,5]. This parameter set was then simulated in COMSOL to 

obtain the power performance of each set. It should be noted 

that although the dataset needs to be generated by simulation, 

it is a one-time investment. Once the ANN has been properly 

trained, it can replace any simulation needed for future design, 

significantly reducing computational time. 

 

Table I The range and resolution of each TEG parameter. 

Parameter Range Resolution 

𝑤𝑛 1-10 mm 1 μm 

𝑤𝑝 1-10 mm 1 μm 

ℎ𝑇𝐸  1-100 mm 1 μm 

ℎ𝐼𝐶  0.5-5 mm 1 μm 

𝐹𝐹 0.05-0.95 0.001  

   The dataset was then divided into three sub-groups for 

training (3330), validation (370) and testing (412) of the ANN. 

The architecture of the fully connected ANN used in this 
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work is presented in Fig. 2. TEG parameters (i.e. p1 to pn) and 

the heat flow Qin were fed into the input layer of the network 

which were connected to the output layer of power perfor-

mance through a number of hidden layers. The hyper-param-

eter of the hidden layer was set to be 3 layers and 100 neurons 

per layer in this work. 

Fig. 2. The architecture of the fully connected artificial neural net-

work used in this work. 

 

   The training and validation losses of the ANN are shown 

in Fig. 3. A low loss of 10-4 was achieved after 10,000 epochs, 

indicating a good training process. This is further verified by 

the low validation loss of ca. 3×10-4. 

 
Fig. 3. The training (black) and validation (red) losses of the artifi-

cial neural network. 

 

   The prediction performance of the ANN is evaluated by 

the relative error of the predicted and true power output. 

This is calculated by the following equation, 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 = (𝑃𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑃𝑡𝑟𝑢𝑒) 𝑃𝑡𝑟𝑢𝑒⁄  

and the distribution of the relative error is shown in Fig. 4. It 

is clear that a majority of the relative error is below 0.03. The 

average error is calculated to be 0.013, indicating an ex-

tremely high prediction accuracy of the network. The predic-

tion time for 1000 TEGs is only 5 ms while the same simula-

tion will cost ca. 17 hours using the same computer configu-

ration. This translates to a significant saving of time and com-

putational resource of 12 million times. 

 

 

Fig. 4. The distribution of the relative error of the power density for 

the artificial neural network trained in this work. 

 

3. Conclusions 

   This work reports the use of artificial neural network to 

obtain rapid and accurate prediction of the power perfor-

mance for TEGs. A fully connected ANN containing 3 hidden 

layers and 100 neurons per layer was trained by a dataset with 

the size of 3330. An extremely high prediction accuracy man-

ifested by the low average relative error of 0.013 was 

achieved. This network also enables a 12 million times saving 

of the time and computational resources. The successful 

demonstration of applying ANN in TEG design offers excit-

ing prospects for further development of this technology in 

thermoelectric applications. 
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