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Abstract 
A novel Global Separation and Local Separation 

(GSLD) based Cluster Validity Index (CVI) architecture 
is proposed to achieve accurate cluster validation under 
unbalanced dataset from view point of its data size and 
density. Moreover, with 55nm-CMOS technology, GSLD 
based CVI processor was designed. To improve GSLD 
calculation speed, the novel GSLD architecture was devel-
oped making full leverage of temporary clustering result 
of each iteration. The designed processor achieves 
200MHz operation speed at 1.2 V, and high speed GSLD 
calculation of 268 clocks under data precision of 8bit. The 
maximum vector dimension is 2048 that is enough for 
large-size image features. Furthermore, high accuracy 
cluster validation was successfully demonstrated with the 
full simulation of designed processor as follows. At first, 
27 texture images (resolution: 600 x 800) were correctly 
classified by the designed processor. Next, it is shown that 
calculation complexity of novel GSLD architecture is only 
11.1 % of conventional VRC and general GSLD calcula-
tion. Finally, in the case of unbalanced datasets, even we 
applied the Manhattan distance, the designed processor 
shows the superiority in accuracy, nevertheless conven-
tional VRC using the same Manhattan distance failed. 
From all, it is shown that the CVI processor with novel 
GSLD architecture is useful for future high efficiency ma-
chine learning of image processing application.  

1. Introduction 
Clustering is one of the fundamental methods in unsuper-

vised machine learning which is widely used in intelligent 
systems for image classification such as drones, automotive 
vehicles. For clustering datasets with uncertain categories, 
many CVI methods have been developed to determine the 
Optimal Cluster Number (OCN) by evaluating the clustering 
results [1-3]. Moreover, adaptive clustering method using 
CVIs in each clustering trial with different cluster number 
was studied to automatically find the OCN with the best score. 
Due to high calculation burden, CVIs are hard to be imple-
mented in hardware. Only Variance Ratio Criterion (VRC), 
which has been reported with superior performance of the less 
calculation complexity, was implemented in FPGA [4]. How-
ever, VRC has poor performance for unbalanced datasets 
which have large variation in cluster size and density. In our 
previous work, GSLD based CVI was proposed to overcome 
VRC’s issue [5]. However, its computation complexity is not 
feasible for dedicated LSI design. In this paper, a hardware-
friendly and high accuracy CVI processor is presented for the 
first time using GSLD architecture, and its superiority in ac-
curacy and efficiency is verified with real working chip.  
2. Proposed GSLD based Processor Architecture  

Fig.1 illustrates the calculation components of GSLD and 
how it leads to accurate clustering result to unbalanced da-
tasets in Fig.1 (a) and GSLD is defined as follows: 
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GSLD is a ratio of Sum of Between-cluster Separation (SBS) 

with Sum of Within-cluster Dispersion (SWD) and finally 
normalized by cluster number c. SBS measures the inter-clus-
ter separation using sum of squared Euclidean distance be-
tween ith cluster centroid Ci to Global Gravity (GG). In con-
trast, SWD measures the intra-cluster compactness using the 
sum of squared Euclidean distance between Ci to input data xj 
(xj∈Ci ) which is normalized by ni (data number of Ci). By 
evaluating the dispersion of clusters, GSLD can better distin-
guish the clusters which has differences in density or size. 
GSLD has its maximum value to the clustering result with 
OCN. Fig.2 shows the texture image clustering (k-means) re-
sult that each CVIs judges to get the best results. As shown in 
Fig.2, GSLD could lead to accurate clustering result com-
pared to conventional CVIs. Fig.3 shows the architecture of 
proposed GSLD processor in adaptive clustering system. 
Considering the combination with clustering units, the pro-
posed architecture makes leverage of temporary result of 
clustering units. Therefore, SBSi in eq. (1) is calculated as fol-
lows in proposed architecture: 

𝑆𝐵𝑆𝑖 = ∑ 𝑛𝑖 × |𝐶𝑖 − 𝐺𝐺|𝑐
𝑖 =  ∑ |𝑆𝑆𝑖 − 𝑛𝑖 × 𝐺𝐺|𝑐

𝑖    (2), 
where SSi, ni, GG and SWDi is considered to get from cluster-
ing units where it always calculates the distances between xj 
and Ci in each iteration of clustering. Note that, Manhattan 
distance which requires less hardware cost is applied to the 
GSLD architecture without sacrificing accuracy. Fig.4 shows 
its operation flow of clustering with OCN. 

3. Chip Design Result and Discussion 
The GSLD processor chip was designed and fabricated 

with 55nm CMOS technology (@200MHz, 1.2V). The chip 
micrograph and its specification are shown in Fig. 5. Fig.6 (a) 
shows the operation waveform of the processor to calculate 
the GSLD score for clustering of texture images in Fig.7 into 
3 clusters. Fig.6 (b) shows GSLD scores for cluster number 
from 2 to 6 with the best score at 3-cluster, where the pro-
posed processor complete GSLD computation for each clus-
ter number within 268 clocks in average. Fig.8 shows the re-
sult (OCN = 3) of the proposed processor clustering 27 tex-
ture images with 600 x 800 pixels (Fig.7) into 3 clusters. As 
shown in Fig.9 (a), by making leverage of clustering results, 
the proposed architecture reduces 88.9% of complexity com-
pared with general digital design of GSLD and VRC, when 
input data number N, dimension d, cluster number c is 128, 
2048 and 16, respectively. More complexity reduction can be 
achieved with increase of N. Moreover, we compared its ac-
curacy with squared Euclidean based VRC and Manhattan 
based VRC. As shown in Fig.10, even we applied the Man-
hattan distance in our processor, it still judges the correct 
number for unbalanced datasets while VRC fails. 

4. Conclusions 
A CVI processor with novel high efficiency GSLD 

method is developed, which successfully realizes to decrease 
the complexity to 11.1% keeping notably high accuracy clus-
tering for unbalanced datasets. The processor is especially 
suitable for dedicated LSI implementation of adaptive object 
clustering in automotive system which requires to automati-
cally determine the OCN of unpredictable input objects. 
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Fig.1 Clustering of two-dimension data with different cluster number c.  At c = 3 the GSLD based CVI has its maximum score. 

Fig.3. Architecture of the proposed GLSD processor in adaptive 
clustering (k-means) system

(a) input data 
(unknown correct cluster number ) 

(c) Clustered into 2 groups GSLD 
score = 15 (under-partition case)

(d) Clustering into 4 groups GSLD 
score = 10 (over-partition case)

(b) Clustering into 3 groups   
GSLD score = 20 (correct)  

(a) GSLD based adaptive
k-means system

(b) Architecture of proposed GSLD 
processor

Fig.5. Chip photo of the proposed GSLD 
processor and its characteristics. 
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Fig.10. Performance comparison of proposed GSLD processor with 
standard VRC and Manhattan based VRC. 

Fig.6. Operation verification of the proposed GSLD processor which calculates the clustering the sample data in Fig.7.

Fig.4. Operation flow

Fig.9. Reduction of computational complexity using proposed GSLD 
processor compared with general designed VRC and GSLD.

Fig.7. 27 texture images(600x800) 
used in function verification. 

Cluster 1

Cluster 2

Cluster 3

Bricks 9 image
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Fig.8.Clustering result of images in 
Fig.7 by proposed GSLD processor.

Fig.2 Texture image classification with GSLD CVI compared with 
conventional CVIs. 

(a) Waveform of the GSLD processor (b) Operation result of GSLD processor
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